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ECONOMIC REPORT
OF THE PRESIDENT



ECONOMIC REPORT OF THE PRESIDENT
To the Congress of the United States:

I am pleased to report that the American economy today is healthy
and strong. Our Nation is enjoying the longest peacetime economic
expansion in its history, with almost 18 million new jobs since 1993,
wages rising at twice the rate of inflation, the highest home ownership
ever, the smallest welfare rolls in 30 years, and unemployment and
inflation at their lowest levels in three decades.

This expansion, unlike recent previous ones, is both wide and deep.
All income groups, from the richest to the poorest, have seen their
incomes rise since 1993. The typical family income is up more than
$3,500, adjusted for inflation. African-American and Hispanic house-
holds, who were left behind during the last expansion, have also seen
substantial increases in income.

Our Nation’s budget is balanced, for the first time in a generation,
and we are entering the second year of an era of surpluses: our projec-
tions show that we will close out the 1999 fiscal year with a surplus of
$79 billion, the largest in the history of the United States. We are on
course for budget surpluses for many years to come.

These economic successes are not accidental. They are the result of
an economic strategy that we have pursued since 1993. It is a strategy
that rests on three pillars: fiscal discipline, investments in education
and technology, and expanding exports to the growing world market.
Continuing with this proven strategy is the best way to maintain our
prosperity and meet the challenges of the 21st century.

THE ADMINISTRATION'S ECONOMIC AGENDA

Our new economic strategy was rooted first and foremost in fiscal dis-
cipline. We made hard fiscal choices in 1993, sending signals to the mar-
ket that we were serious about dealing with the budget deficits we had
inherited. The market responded by lowering long-term interest rates.
Lower interest rates in turn helped more people buy homes and borrow
for college, helped more entrepreneurs to start businesses, and helped
more existing businesses to invest in new technology and equipment.
America’s economic success has been fueled by the biggest boom in pri-
vate sector investment in decades—more than $1 trillion in capital was
freed for private sector investment. In past expansions, government
bought more and spent more to drive the economy. During this expansion,
government spending as a share of the economy has fallen.



The second part of our strategy has been to invest in our people. A
global economy driven by information and fast-paced technological
change creates ever greater demand for skilled workers. That is why;,
even as we balanced the budget, we substantially increased our annu-
al investment in education and training. We have opened the doors of
college to all Americans, with tax credits and more affordable student
loans, with more work-study grants and more Pell grants, with edu-
cation IRAs and the new HOPE Scholarship tax credit that more
than 5 million Americans will receive this year. Even as we closed the
budget gap, we have expanded the earned income tax credit for almost
20 million low-income working families, giving them hope and helping
lift them out of poverty. Even as we cut government spending, we have
raised investments in a welfare-to-work jobs initiative and invested
$24 billion in our children’s health initiative.

Third, to build the American economy, we have focused on opening
foreign markets and expanding exports to our trading partners
around the world. Until recently, fully one-third of the strong econom-
ic growth America has enjoyed in the 1990s has come from exports.
That trade has been aided by 270 trade agreements we have signed in
the past 6 years.

ADDRESSING OUR NATION'S ECONOMIC CHALLENGES

We have created a strong, healthy, and truly global economy—an
economy that is a leader for growth in the world. But common sense,
experience, and the example of our competitors abroad show us that
we cannot afford to be complacent. Now, at this moment of great plenty,
is precisely the time to face the challenges of the next century.

We must maintain our fiscal discipline by saving Social Security for
the 21st century—thereby laying the foundations for future economic
growth.

By 2030, the number of elderly Americans will double. This is a seis-
mic demographic shift with great consequences for our Nation. We
must keep Social Security a rock-solid guarantee. That is why | pro-
posed in my State of the Union address that we invest the surplus to
save Social Security. | proposed that we commit 62 percent of the bud-
get surplus for the next 15 years to Social Security. | also proposed
investing a small portion in the private sector. This will allow the
trust fund to earn a higher return and keep Social Security sound
until 2055.

But we must aim higher. We should put Social Security on a
sound footing for the next 75 years. We should reduce poverty
among elderly women, who are nearly twice as likely to be poor as
other seniors. And we should eliminate the limits on what seniors
on Social Security can earn. These changes will require difficult but
fully achievable choices over and above the dedication of the
surplus.



Once we have saved Social Security, we must fulfill our obligation to
save and improve Medicare and invest in long-term health care. That
is why | have called for broader, bipartisan reforms that keep
Medicare secure until 2020 through additional savings and moderniz-
ing the program with market-oriented purchasing tools, while also
providing a long-overdue prescription drug benefit.

By saving the money we will need to save Social Security and
Medicare, over the next 15 years we will achieve the lowest ratio of
publicly held debt to gross domestic product since 1917. This debt
reduction will help keep future interest rates low or drive them even
lower, fueling economic growth well into the 21st century.

To spur future growth, we must also encourage private retirement
saving. In my State of the Union address | proposed that we use about
12 percent of the surplus to establish new Universal Savings
Accounts—USA accounts. These will ensure that all Americans have
the means to save. Americans could receive a flat tax credit to con-
tribute to their USA accounts and additional tax credits to match a
portion of their savings—with more help for lower income Americans.
This is the right way to provide tax relief to the American people.

Education is also key to our Nation’s future prosperity. That is why |
proposed in my State of the Union address a plan to create 21st-century
schools through greater investment and more accountability. Under my
plan, States and school districts that accept Federal resources will be
required to end social promotion, turn around or close failing schools,
support high-quality teachers, and promote innovation, competition, and
discipline. My plan also proposes increasing Federal investments to help
States and school districts take responsibility for failing schools, to
recruit and train new teachers, to expand after school and summer
school programs, and to build or fix 5,000 schools.

At this time of continued turmoil in the international economy, we
must do more to help create stability and open markets around the
world. We must press forward with open trade. It would be a terrible
mistake, at this time of economic fragility in so many regions, for the
United States to build new walls of protectionism that could set off a
chain reaction around the world, imperiling the growth upon which we
depend. At the same time, we must do more to make sure that work-
ing people are lifted up by trade. We must do more to ensure that spir-
ited economic competition among nations never becomes a race to the
bottom in the area of environmental protections or labor standards.

Strengthening the foundations of trade means strengthening the
architecture of international finance. The United States must contin-
ue to lead in stabilizing the world financial system. When nations
around the world descend into economic disruption, consigning popu-
lations to poverty, it hurts them and it hurts us. These nations are our
trading partners; they buy our products and can ship low-cost
products to American consumers.



The U.S. proposal for containing financial contagion has been taken
up around the world: interest rates are being cut here and abroad,
America is meeting its obligations to the International Monetary
Fund, and a new facility has been created at the World Bank to
strengthen the social safety net in Asia. And agreement has been
reached to establish a new precautionary line of credit, so nations
with strong economic policies can quickly get the help they need
before financial problems mushroom from concerns to crises.

We must do more to renew our cities and distressed rural areas. My
Administration has pursued a new strategy, based on empowerment
and investment, and we have seen its success. With the critical assis-
tance of Empowerment Zones, unemployment rates in cities across
the country have dropped dramatically. But we have more work to do
to bring the spark of private enterprise to neighborhoods that have too
long been without hope. That is why my budget includes an innova-
tive “New Markets” initiative to spur $15 billion in new private sector
capital investment in businesses in underserved areas through a
package of tax credits and guarantees.

GOING FORWARD TOGETHER IN THE 21ST CENTURY

Now, on the verge of another American Century, our economy is at
the pinnacle of power and success, but challenges remain. Technology
and trade and the spread of information have transformed our econo-
my, offering great opportunities but also posing great challenges. All
Americans must be equipped with the skills to succeed and prosper in
the new economy. America must have the courage to move forward and
renew its ideas and institutions to meet new challenges. There are no
limits to the world we can create, together, in the century to come.

THE WHITE HOUSE
FEBRUARY 4, 1999



THE ANNUAL REPORT
OF THE
COUNCIL OF ECONOMIC ADVISERS



LETTER OF TRANSMITTAL

CounciL oF EcoNnoMIC ADVISERS
Washington, D.C., February 4, 1999
MR. PRESIDENT:

The Council of Economic Advisers herewith submits its 1999 Annual
Report in accordance with the provisions of the Employment Act of 1946
as amended by the Full Employment and Balanced Growth Act of 1978.

Sincerely,

ot 14585

Janet L. Yellen,
Chair

o A P 4

Jeffrey A. Frankel,
Member

EAWMM

Rebecca M. Blank,
Member



CONTENTS

CHAPTER 1. MEETING CHALLENGES AND BUILDING FOR THE

FUTURE e
Policy Lessons from Three Long EXpansions............cccee.....
Keynesian Activism in the 1961-69 Expansion.............

The Supply-Side Revolution and the 1982-90

EXPANSION ..cooiiiiiiiie e
Deficit Reduction and the Current Expansion..............
CONCIUSION ..o

Preserving Fiscal Discipline ..........cccccoviiiiiiiiiiieieiee s
Reaching SUrplusS...........cooiiiiiiiii e
Fiscal Policy in an Era of Surpluses...........ccccoveeenns

Meeting the International Challenge ...........ccccciiiinis
Containing the Crisis and Promoting Recovery ...........

Strengthening the International Financial

AFChItECTUIE......ccoiieiie e
Embracing Change While Promoting Fairness....................
AGFICUITUNE .
MEBIQEIS ...
International Trade..........ccccoovvvviiiiiiiiiiiiieeee e
Promoting Prosperity for All Americans...........ccccceevvieeenn.
CONCIUSION ...ttt
CHAPTER 2. MACROECONOMIC PoLicy AND PERFORMANCE ......
The Year iN REVIEW........uuuiiiiiiieeieeee e
The Stance of Macroeconomic Policy ..........ccccceeeeinnneen.
Turmoil in Financial Markets.................cccovvvvvvvvivvnnnnn.
Components of SPeNdiNg ........cccceeeeiiiiiiieiniiee e

The Labor Market and Inflation................ccccevvvvivinnnnn.
Financial MarketsS ........cccceeeeiiiiiiiiiieeeeeeeeee e

The Effect of Risk on Interest Rates and Equity

[ 01T

Changing Risk Perceptions and Financial Market

DeVvelopMENTS .......oooiiiiiiieiiiie e

New Concerns About Hedge Funds ...........ccccooiiiieiens
Financial Market Influences on Spending....................
The INVestMeNnt BOOM .........ceeiiiieiiiiee e
Causes of the BOOM.........ccceviiiieiiiieeee e
Implications of the Investment Boom............ccccoecuveeeenn.
Macroeconomic Implications of the Y2K Problem ...............

11

Page

19
20
21

22
24
27
28
28
30
34
34

36
37
38
39
40
41
42
43
45
45
47
47
52
55

56

57
63
67
69
70
73
76



Near-Term Outlook and Long-Run Forecast............c...........
The Administration Forecast ...........cccccvevvieeeeeiiiennnn.
Components of Long-Term Growth............cccccceevienennee
Inflation: Flat or Falling?.........ccccoooeiiiiiie e
What Has Held Inflation in Check?............cocvvvieennen.
The Near-Term OUtIOOK..........ccccvvreeiiiiiie e

CHAPTER 3. BENEFITS OF A STRONG LABOR MARKET ..............

Economy-Wide Developments in the Labor Market............
EmMpPloyment ..o

Blacks and Hispanics.........cccocvveiiiiiiie e
IMMIGIANTS ..o
Single MOthers ...
Overcoming Disadvantages in the Labor Market.........
Benefits to Society of a Strong Labor Market......................
Welfare Reform ........cccovveiiiiie e

Job Displacement.........cooccuveveeiiiiiir e
JOD TENUIE ...
The Contingent WOrk FOrCe .......ccooveviiiieiiieeeniieeiieees
Myths and Realities..........ccocceeviiiiiiiii e
New Developments in Job Training and Lifelong
(=TT 0 o PO PSR

CHAPTER 4. WORK, RETIREMENT, AND THE ECcoNOMIC

WELL-BEING OF THE ELDERLY ...oviiiiiiiiiiiiiceeeeee
Population Aging, Life Expectancy, and Health Status.......
Older Workers and Retirement ...........cccovoeeivee e

Long-Term Trends in Labor Force Participation at
OlAEE AQES .ttt
Recent Changes in the Labor Force Participation of
Older MEN ..ot
Influences on the Timing of Retirement........................
Unemployment and Job LOSS ........ccocveeiieiiiieniniieeneeeen
The Unpaid Contributions of the Elderly...............cccc.ocee.
The Economic Well-Being of the Elderly .............ccoccceevis
Income and ConsSUMPLION........cceeviiiiinieeeiiee e
POVEITY ...
WeAITN ...
Are Older Workers Saving Enough for Retirement? ....

12

121
122
123
124
126

127

132
135

136

139
141
149
151
152
153
163
166
167



CHAPTER 5. REGULATION AND INNOVATION ...oiviiiiiiiiiieiieeenee,

Competition Policy and Innovation.............cccoceeveviiieniinennn
Merger Review and INnovation...........ccccceevveeniieennnen,
Do Bigger Firms Help or Hurt Innovation?...................
Market Concentration, Competition, and Innovation..
Merger Policy in High-Technology Markets..................
Intellectual Property and Antitrust.............cccceevieenen
Network Competition and Innovation.............c.cccceueee..
Environmental Regulation and Innovation..........................
Environmental Policy and Incentives to Innovate .......
Environmental Policy and the Diffusion of
TEChNOIOQY ...eeviiiiieiee e
Innovation and Diffusion: An Application to Climate
Change PoliCY .........ccciiiiiiiiiiiec e
The Long-Run Costs of Environmental Regulation......
Regulation and Innovation: The Case of the Electric
PowWer INAUSTIY ......coocviiiiiiii e
From Innovation to Deregulation and Competition ............
The Benefits of Deregulation...........cccocoeeiiiieniiieiiiee e
The Challenge of a Competitive Market:
Environmental and Social Objectives...........cccococeeiieennnen,

CHAPTER 6. CAPITAL FLOWS IN THE GLOBAL EcoNOMY...........

International Capital Flows, Their Causes, and the
Risk of Financial CriSiS.........ccccvviiiiiiiiiiiiie e,
Trends in Financial Integration...........cccccocoeeiiieeinienns
The Causes of Increased Capital Flows .............ccocee..
The Financial Crises of the 1990s...........cccccevviieeiinenns
The Asian Crisis and Its Global Repercussions ...................
The Asian Economic Model ..........cccooiiiiniieniieen,
A History of the Crisis and Its Contagion .....................
The Causes of the CriSiS.......ccvcveriiieiiiiec e
The Causes of Contagion ..........ccceevveeeiiieeiieee e
The Policy Response to the CriSiS .......ccccveeiiiiieeeeiiiiieee e
The Role of the International Community ....................
The Motivation of the IMF Programs in Asia...............
U.S. Support of IMF Funding ..........cccevvviiniiieniieenn,
New Initiatives to Restore Growth in East Asia...........
Reform of the International Financial Architecture.....
Japan’s Economic and Financial CrisiS ..........cccccovvieeiennnnee.
Effects of the Emerging Markets Crisis on the
UNited STAteS......coiiiiiiiiiee e
Macroeconomic Effects .........ccccoeiiiiiiniiiiiic e,
The Trade and Current Account Deficits............c..cee...
(0] o 16] 11157 [0 o FO PSRRI

13

Page
171
173
173
174
175
177
181
185
193
193

201

205
210

211
213
216

217
219

221
221
223
225
227
227
228
237
242
245
245
246
249
250
251
251

253
253
255
265



CHAPTER 7. THE EVOLUTION AND REFORM OF THE
INTERNATIONAL FINANCIAL SYSTEM..iviiiiiiiiiiieiieeeeeeaeenen
Reform of the International Financial Architecture............
From the Halifax Summit to the G-22 Reports.............
Greater Transparency and Accountability ...................
Reforming and Strengthening Domestic Financial
INSTITULIONS ...
Better Crisis Resolution, Including Appropriate Roles
for the Official Community and the Private Sector.....
Adoption of Measures to Reform the International
Financial Architecture.........ccccceevvceee e,
Further Steps to Strengthen the International Financial
ATChITECTUNE ...
Strengthened Prudential Regulation and Supervision
in Industrial CouNtries........cccccoecivre i
Strengthening Prudential Regulation and Financial
Systems and Promoting Orderly Capital Account
Liberalization in Emerging Markets.............cccc.......
Developing New Approaches to Crisis Response..........
Strengthening the IMF ...
Minimizing the Human Costs of Financial Crises .......
Sustainable Exchange Rate Regimes for Emerging
MAFKETES.....oeiiee it
European Economic and Monetary Union............cccoceeenneee.
The EMU Schedule.........cccoveiviiiiieicee e
The Benefits and Potential Costs of EMU ...................
The Euro as an International Currency and the
Implications for the Dollar..........cccccoiiiiiiiiinee
(©0] o 0] 11 1] o] o 1

APPENDIXES
A. Report to the President on the Activities of the Council
of Economic Advisers During 1998 ............ccccovveeennenn.
B. Statistical Tables Relating to Income, Employment, and
Production ........cccevviiiiiiiee e

LisT oF TABLES
1-1. Stabilization Policy Indicators in Three Long

EXPANSIONS ....eeiiiiiiiiiiie e
1-2.  Economic Growth Indicators in Three Long

EXPANSIONS ....oeiiiiiiiiiiee e
2-1. Growth of Real GDP and its Components During 1997

ANA 1998 ... i

2-2. Disaster Damage: National Income and Product Accounts
Estimates of Value of Structures and Equipment
DESTIOYEA ....coiiiiiiiie et

307

319

25

26

48

82



2-3.
2-4,

2-5.
4-1.

4-2.
4-3.

4-4,

4-5.

4-7.

6-1.
6-2.

1-1.

1-2.

1-4.
2-1.

2-3.
2-4,

2-6.
2-7.

2-9.
2-10.
2-11.
2-12.
2-13.
2-14.

2-15.

Accounting for Growth in Real GDP, 1960-2007 ............. 85
Expected Effects of Methodological Changes on the CPI

and Real GDP ... 94
Administration FOrecast ..........ccocceviiiiiieiiinieee e 97
Estimated Pension Coverage and Offer Rates for Private

Sector Wage and Salary WOrkers...........ccccovvevevnneennn 158
Gender Differences in Pension Wealth, 1992 .................. 162
Consumption Patterns of Elderly and Nonelderly

Households by Age of Household Head, 1997 ............. 163
Poverty Rates Among the Elderly for Various

Demographic GroUPS ........ccceevrieiiniiieniee e 165
Sociodemographic Characteristics of the Poor and

Nonpoor Elderly Population, 1997 ...........cccccevvieennnen. 165
Family Holdings of Financial and Nonfinancial Assets,

by Age of Head of Family, 1995..........cccccoviviiieninnennn 167
Total and Financial Wealth of Households by

Percentiles ... 168
Capital Flows to Industrial and Developing Countries.. 223
Five Asian Economies: External Financing.................... 241
The Importance of Major Currencies on the Eve of the

Introduction of the BEUNO .........coooiiiiiiiis 301

LisT oF CHARTS
Core Inflation and Unemployment in Three Long

EXPANSIONS. ...ccoiiiiiiiiie it 23
Contributions to Economic Growth in Three Long

EXPANSIONS. ....ooiiiiiiiiie e 28
The Federal Budget Balance, 1946-98...........ccccocveeeenne 29
Growth in Real Family Income, 1947-97 .........ccccceeeeens 41
Unemployment Rate...........ccoeeiiiiiiiieeiie e 44
INFlAtioN RALE........coveiiiiiii e 44
Net Worth and the Personal Consumption Rate............. 49
Yields on Treasury SeCUrities ...........coceeveeeiieeeiiieesiieeens 60
RISK SPIreads ........ccovviiiiiiieiiieeiee e 60
Equity Prices in 1998 .........ccocoiiiiiiiiiiie e 63
Contribution of Investment to Overall GDP Growth...... 69
Corporate Profits and Net Interest Payments ................ 71
Net National Saving and Its Components....................... 72
Estimation of Potential GDP Growth by Okun’s Law .... 84
Actual Versus Simulated Productivity Growth. ............... 87
Three Measures of Core Inflation...........cc.ccccoeviieiiinennn 90
Inflation and Trend Unit Labor Costs............cccccvcvveennen. 91
Export and Import Prices Versus the CPIl and GDP

Price INAeX....oooiiiiiiiiiei e 92
Inventory-to-Sales Ratio (Nonfarm Business)................. 96

15



3-1.
3-2.

3-3.

3-4.

3-5.

3-6.

3-7.

3-8.

3-9.
3-10.
3-11.
3-12.
3-13.
3-14.

4-1.
4-2.
4-3.
4-4.

4-5.

4-7.
4-8.

4-10.
4-11.

4-12.
4-13.
5-1.
5-2.
5-3.

6-1.
6-2.

6-3.

Unemployment and Discouraged Workers......................
Median Hourly Wages of Men and Women Aged 16 and

Percent Change in Employment Rate by Level of
Education, 1993-1998 .........coevveireeiiiiieeieeieeeeeeeeeee e
Median Hourly Wages of Men Aged 16 and Older by
Race and EthNiCity .........cccooviiiiiini e
Median Hourly Wages of Women Aged 16 and Older by
Race and EthNiCity .........cccooiiiiiiinie e
Unemployment Rates of Persons Aged 16-24 by
Race and EthNiCity ........ccccooiiiiiiinii e
Unemployment Rates by Nativity ..........cccoccceeviieniennnn.
Labor Force Participation Rates of Single Women ........
The Earned Income Tax Credit in 1993 and 1998 ..........
Welfare Participation and Unemployment......................
Job Displacement Rate...........cccceveeiiiiiiieeiiiiee e
Outcomes After Job Displacement ..........cccccoeevviiennnneen.
Characteristics of Contingent and Noncontingent
Workers, February 1997 ........ccoccvvveeiiiiiiee e
Life Expectancy at Age 65........ccccovviiiiiie e
Population of the United States by Age .......c.ccvoeeerierns
Projections of the Population Aged 65 Years and Over ......
Labor Force Participation Rates of Older Men and

Women's Labor Force Participation Rates at Each Age.....
Men’s Labor Force Participation Rates at Each Age.......
Full-Time and Part-Time Work Among Men Aged 60-61...
Net Labor Force Exit Rates of Men at Each Age.............
Living Arrangements of Elderly Widows..............cc.......
Composition of Income Among the Elderly.....................
Composition of Income by Quintile Among the Elderly,

Poverty Rate by Age GroUP.......occceeviieeiiiie e
Household Financial Wealth by Race and Ethnicity ......
Emissions of Six Major Air Pollutants...............cccccceene.
Energy Efficiency and Prices.........ccccvviiiiiiinieeniee e,
Energy Consumption..........cccceeeeriieeneenieesee e
Fuel Consumption by Motor Vehicles ..........cccccceevvcuvnenn.n.
Net Capital Flows to Developing Countries.....................
Perceived Risk and the Spread on Emerging Market

16



6-5.
6-6.

6-8

6-9.
6-10.

6-11.

7-2.
7-3.

1-1.

2-1.

2-3.
2-4,
3-1.
3-2.
3-3.
3-4.
4-1.

4-3.
4-4,

4-6.
4-7.

5-2.
5-3.

5-5.
5-6.

5-7.
5-8.
5-9.
5-10.

Terms of Trade .....c.cveeveiiiie e
Current Account Balance.........ccccooceeeeiiiiiiieiiniiecc e
Economic Growth and Trade Balances of G-7
Countries, 1992-97 .......c.uoviiiiiiee e
Employment Growth and Trade Balances of G-7
Countries, 1992-97 .......c.oiiiiiiieie e
Saving, Investment, and the Current Account Balance.....
Current Account Deficit and Net International
Investment PoSItioNn ...
Foreign Direct Investment FIOWS.........ccccccoovviieeieniien.n.
European Short-Term Interest Rates............ccccceeevvnveennn.
European Long-Term Interest Rates...........cccccceeeeieeennnn.
International Use of Major CUrrencies..........cccccocvveennnee.

LisT oF BOXEs

The Dating of Business Cycles ........ccccccevviiieniieeniieennnn,
Full Employment and the NAIRU .........cccocoiiiiiieniieenn,
The Electrical Revolution, the Computer Revolution,

and ProducCtiVity ..........cccocoeeiiiiniieeiee e
Preparing Federal Systems for the Year 2000.................
Accounting for the Environment ............cccococeviieiineennn
Methodological Changes to Price Measurement .............
Sources of Wage Data.........c.cooveeeiiieiiiiieenieee e
Increasing the Minimum Wage ..........ccccooieiiieiiiecnenen,
The Earned Income Tax Credit .........ccccevviiiiiiiiiiienennns
The Welfare to Work Partnership .........ccccccveivinieennnn,
Easing the Burden of Long-Term Care..........cccceeevveennen
Social Security RUIES.........oooviiiiii e
Age Discrimination in the Labor Market.........................
Types of Pension Plans...........occoocviiiiiiii e
Medicare Reform..........coooiiiiiii e,
The Changing Living Arrangements of the Elderly........
The Federal Role in Employer-Provided Pension Plans ....
The Scope of Government Support of R&D .....................
Electronic Commerce and Digital Copyright Protection
Cooperative Innovation and the Y2K Problem................
Reverse Engineering and Compatibility...........c..cccec..
Recent Trends in Air Quality..........ccccooiiiiiiiniicniee
Comparing Estimates of Environmental Compliance

Costs Before and After Regulation.............ccccoeeiveennee
The Partnership for a New Generation of \ehicles.........
Energy Efficiency Since the 1970S .........cccococeeviiieniieennn
Is There an Environmental Kuznets Curve?...................
The Trend Toward Decentralized Power Generation......
The Explosive Growth of Foreign Exchange Trading.....

17

Page
255
258

260

260
261

264
264
292
292
301



6-2.

6-3.
6-4.
6-5.
7-1.
7-2.
7-3.

Market-Based (Arm’'s-Length) Versus Relationship-
Based (Insider) FINANCe...........ccceveveiiiiiiiinieeeiee e
The Asian Growth Model in Perspective...........cccccceouee..
Sovereign Spreads in Emerging Markets............cccouee..
Moral Hazard in Financial Institutions...............ccccee....
CUrrency BoardsS.......ccooccvveeieiiiiiiiee e
Is Europe an Optimum Currency Area? .........cccccceeveeennns
How Does the Dollar Rank Today Against Other
International CUrrenCies?.......cccccocveeeeiicieeeseiiieee e

18

300



CHAPTER 1

Meeting Challenges and Building for
the Future

THE ECONOMIC POLICIES of the past 6 years have nurtured and
sustained what is now the longest peacetime expansion on record. By
December 1998, the 93rd month since the bottom of the last recession,
18.8 million jobs had been created (17.7 million of them since January
1993). More Americans are working than ever before, the unemploy-
ment rate is the lowest in a generation, and inflation remains tame.
This record of achievement is especially noteworthy in light of the trou-
bles experienced in the international economy in 1998. The United
States has not entirely escaped the effects of this turmoil—and calm
has not been restored completely abroad. But the fundamental sound-
ness of the U.S. economy prevented it from foundering in 1998's
storms.

This Administration laid a strong policy foundation for growth in
1993 when the President put in place an economic strategy grounded
in deficit reduction, targeted investments, and opening markets
abroad. Since then the Federal budget deficit has come down steadily,
and in 1998 the budget was in the black for the first time since 1969.
This policy of fiscal discipline, together with an appropriately accom-
modative monetary policy by the Federal Reserve, produced a favor-
able climate for business investment and a strong, investment-driven
recovery from the recession and slow growth of the early 1990s. Even
while reducing Federal spending as a share of gross domestic product
(GDP), the Administration has pushed for more spending in critical
areas such as education and training, helping families and children,
the environment, health care, and research and development. And
although international economic conditions have led to a dramatic
widening of the trade deficit, the United States has succeeded in
expanding exports in real (inflation-adjusted) terms by almost 8
percent per year since 1993.

Clearly, there is much for Americans to be proud of in the economic
accomplishments of the past 6 years. But as recent events in the
rest of the world have reminded us, our prosperity is threatened when
the global economy does not function well. Our immediate challenge
on the international front is to help ensure that the global economy
rebounds and begins to regain strength. Our longer run challenge as
we enter the 21st century will be to continue to build and refine the
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international economic arrangements within which countries can
embrace opportunities to grow and develop through international
trade and investment.

Challenges remain at home as well. The restoration of fiscal disci-
pline is one of the most important accomplishments of the past 6
years. But one very important challenge in the years ahead will be to
maintain that discipline and to ensure that fiscal policy contributes to
preparing the country for the demographic challenges it faces in the
next century. That is why, in his 1998 State of the Union address, the
President called for reserving the future budget surpluses until Social
Security is reformed. In this year’s State of the Union message, the
President put forward his framework for saving Social Security while
meeting the other pressing challenges of the 21st century.

A second major development of the past 6 years has been the
reform of the Nation’'s welfare system, which, together with the
strong economy, has produced a dramatic reduction in welfare case
loads. Here the challenge will be to continue to make work pay for
all Americans who play by the rules and want to work, while
preserving an adequate safety net. Finally, the strength of the
American economy over the past 6 years should not blind us to the
inevitability of change and the threat of disruption that is always
present in a dynamic market economy. For example, difficult
agricultural conditions in 1998 put stress on the new, market-
oriented farm policy enacted in 1996. Similarly, the ongoing wave of
mergers among large companies in the financial, tele-
communications, and other industries has raised questions about
the disruptions these reorganizations cause for communities and
workers—questions that go beyond traditional antitrust concerns.
Such questions may be better addressed by broader policies such as
maintaining full employment and promoting education and training.
The challenge here is to capture the long-run benefits from
productivity-enhancing change without ignoring the short-run costs
to those hurt by that change.

This chapter provides an overview of these challenges and the Admin-
istration’s responses. First, however, we provide some background by
putting the current economic expansion in its historical context.

POLICY LESSONS FROM THREE LONG EXPANSIONS

The current economic expansion is only the third that has lasted
at least 7 years, according to business-cycle dating procedures that
have been applied back to 1854 (Box 1-1). It is useful to review and
compare the histories of each of these long expansions in order to
understand the role of macroeconomic policy in promoting balanced
and noninflationary growth.
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Box 1-1.—The Dating of Business Cycles

Although all signs indicate that the current economic expan-
sion has continued into 1999, its precise length will not be known
until some time after it has ended. The dating of business cycles
is not an official U.S. Government function. Instead, once it has
become clear that the economy has reversed direction, the
Business Cycle Dating Committee of the National Bureau of Eco-
nomic Research (NBER) meets to determine the turning point for
historical and statistical purposes. For example, the July 1990
business-cycle peak was announced April 25, 1991, and the March
1991 trough was announced December 22, 1992. A popular reces-
sion indicator is two consecutive quarters of decline in real GDP,
but the NBER does not use this approach. Rather, it defines a
recession as a recurring period of decline in total output, income,
employment, and sales, usually lasting from 6 months to a year.

The Employment Act of 1946 (which created the Council of Economic
Advisers) established a policy framework in which the Federal Gov-
ernment is responsible for trying to stabilize short-run economic fluc-
tuations, promote balanced and noninflationary economic growth, and
foster low unemployment. Although the U.S. economy has continued to
experience fluctuations in output and employment in the more than
half a century since then, it has avoided anything like the prolonged
contraction of 1873-79, or the 30 percent contraction in output and 25
percent unemployment rate of the Great Depression. Moreover, the
three longest expansions of the past century—including the current
one—have all occurred since the Employment Act was passed.

Each of these three long expansions can be interpreted as an experi-
ment in macroeconomic policy. The longest—the expansion of 1961-69,
which lasted 106 months—was associated with the first self-consciously
Keynesian approach to economic policy. It was also associated with
Vietnam War spending. The longest peacetime expansion before the cur-
rent one was the expansion of 1982-90, which lasted 92 months. Although
the economic philosophy underlying the policies of that period is often
characterized as anti-Keynesian, this expansion, too, featured a stimula-
tive fiscal policy. The current expansion is the only one of the three in
which fiscal policy was contractionary rather than expansionary, reflect-
ing the budget situation at the time and the view that fiscal discipline
would lower interest rates and spur long-term economic growth.

KEYNESIAN ACTIVISM IN THE 1961-69 EXPANSION

In the early 1960s the Council of Economic Advisers advocated
activist macroeconomic policies based on the ideas of the British econ-
omist John Maynard Keynes. The Council diagnosed the economy at
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that time as suffering from “fiscal drag” arising from a large structural
budget surplus. (The structural budget balance is the deficit or surplus
that would arise from the prevailing fiscal stance if the economy were
operating at full capacity.) The marginal tax rates then in effect, which
were far higher than today’s, were seen as causing tax revenues to rise
rapidly as the economy approached full employment, draining pur-
chasing power and slowing demand before full employment could be
achieved. The problem was not the fact that Federal Government
receipts and expenditures were sensitive to changes in economic
activity—this sensitivity plays an important automatic stabilizing role,
particularly when economic activity falters, as reduced tax payments
and increased unemployment compensation help preserve consumers’
purchasing power. The problem was that the automatic stabilizers
kicked in too strongly on the upside, not only preventing the economy
from reaching full employment but also, ironically, preventing the
actual budget from balancing. Thus, President John F. Kennedy
proposed a tax cut in 1962, which was enacted in 1964, after his death.

This tax cut provided further stimulus to the economic recovery that
had begun in 1961. The unemployment rate continued to fall, until
early in 1966 it dropped below the 4 percent rate that was considered
full employment at the time. Inflation had been edging up as the
unemployment rate came down, but it then began to rise sharply
(Chart 1-1). Although the changed conditions appeared to call for fiscal
restraint, President Lyndon B. Johnson was reluctant to raise taxes or
scale back his Great Society spending initiatives. Meanwhile Vietham
War spending continued to provide further stimulus.

At the time, policymakers believed that the rise in inflation could be
unwound simply by moving the economy back to 4 percent unemploy-
ment, but when restraint was finally applied it produced a rise in
unemployment with little reduction in inflation. This so-called stagfla-
tion, together with a slowdown in productivity and a series of oil price
shocks in the 1970s, dealt a serious setback to the prevailing view
among economists that economic policy could be easily adjusted to
achieve the goals of the Employment Act.

THE SUPPLY-SIDE REVOLUTION AND THE 1982-90
EXPANSION

At the beginning of the Administration of President Ronald Reagan
in 1981, the economy was bouncing back from the short 1980 recession,
but it was also experiencing very high inflation. President Reagan’s
program for economic recovery called for large tax cuts, increased
defense spending, and reduced domestic spending. Although advocates
of these policies invoked the 1964 tax cut as precedent, the justification
offered for this policy was not Keynesian demand stimulus. Rather it
was the “supply-side” expectation that substantial cuts in marginal tax
rates would call forth so much new work effort and investment that
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Chart 1-1 Core Inflation and Unemployment in Three Long Expansions
Inflation rose late in both the 1960s and 1980s expansions, but inflation has
remained low in the current expansion.
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Source: Department of Labor (Bureau of Labor Statistics).

the economy’s potential output would grow rapidly, easing inflationary
pressure and bringing in sufficient new revenue to keep the budget
deficit from increasing. In the short run, however, this expansionary
fiscal policy collided with an aggressive anti-inflationary monetary
policy on the part of the Federal Reserve. The budget deficit ballooned
in the deep recession of 1981-82, and it stayed large even after the
Federal Reserve eased and the economy began to recover.

Compared with the 1961-69 expansion, the 1982-90 expansion was
marked by higher levels of both inflation and unemployment. But the
main distinguishing feature of this expansion was the large Federal
budget deficits and their macroeconomic consequences. In the early
1980s the combination of an expansionary fiscal policy and a tight
monetary policy produced high real interest rates, an appreciating dol-
lar, and a large current account deficit. (The current account, which
includes investment income and unilateral transfers, is a broader mea-
sure of a country’s international economic activity than the more famil-
iar trade balance.) Although borrowing from abroad offset some of the
drain on national saving that the budget deficit represented, and pre-
vented the sharp squeeze on domestic investment that would have
taken place in an economy closed to trade and foreign capital flows, the
effect of this policy choice was a decline in net national saving and
investment after 1984. As in the 1961-69 expansion, inflation began to
rise as the economy moved toward high employment. By this time,
however, the prevailing view was that inflation could not be reversed
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simply by returning to the full-employment unemployment rate
(Box 1-2). Instead the economy would have to go through a period of
subnormal growth in order to squeeze out inflation.

Box 1-2.—Full Employment and the NAIRU

Maintaining full employment is a major goal of macroeconomic
policy, but how exactly is that objective defined? The prevailing
view in the 1960s was that lower unemployment rates were asso-
ciated with higher rates of inflation, and that full employment
was defined by the unemployment rate associated with a tolerable
inflation rate. At that time, the full-employment unemployment
rate was thought to be about 4 percent. The experience of the
1970s helped persuade economists that, once the unemployment
rate dropped below a certain level, prices would not just rise
but accelerate (that is, the inflation rate would rise). The full-
employment unemployment rate came to be defined as the
nonaccelerating-inflation rate of unemployment, or NAIRU.

Statistical studies suggest that the NAIRU was higher from the
mid-1970s through the 1980s than it was in the 1960s and that it
has come down somewhat in the 1990s. This evolution has been
attributed to a variety of factors, including changes in the demo-
graphics of the labor force. For example, the United States now has
a more mature labor force, as a consequence of the aging of the
baby-boom generation, and more mature workers tend to experi-
ence less unemployment than younger ones. Although the NAIRU
is an indicator of the risk of inflation, estimates of the NAIRU have
a wide band of uncertainty and should be used carefully in
formulating policy. The NAIRU implicit in the Administration’s
forecast has drifted down in recent years and is now within a range
centered on 5.3 percent.

DEFICIT REDUCTION AND THE CURRENT EXPANSION

The economy was out of the 1990-91 recession when President Bill
Clinton took office, but the recovery was weak and job growth
appeared slow. Budget deficits were very large, partly because of the
recession but also because the structural deficit remained large. The
President’s economic program sought to get the economy moving again
while bringing the budget deficit under control. It was based on the
idea that reducing the Federal budget deficit would bring down inter-
est rates and stimulate private investment. With a responsible fiscal
policy in place, and with favorable developments in inflation and pro-
ductivity, the decline in the unemployment rate to less than 5 percent
did not lead to interest rate hikes that could have choked off the
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expansion prematurely. In fact, the economy witnessed a combination
of low consumer price inflation and low unemployment that compared
favorably with the low “misery index” achieved in the late 1960s. (The
misery index is the sum of the inflation and unemployment rates.) This
time, however, inflation is tame rather than rising.

Judged by the objectives of stabilization policy (inflation and unem-
ployment), the current economic expansion has been very successful
(Table 1-1). Three-quarters of the way through the eighth year of expan-
sion, inflation remains low even though the unemployment rate has
been below most estimates of the NAIRU. This situation stands in
marked contrast to the sharply rising inflation experienced at the end of

TaBLE 1-1.— Stabilization Policy Indicators in Three Long Expansions

First Last
ftem 6 years 7th year 12 months

1961-69

Core inflation rate* 18 44 5.9

Unemployment rate? .... 5.1 38 35
1982-90

Core inflation rate™..........ocoviveerriririeeeses e 44 44 5.1

UNEMPIOYMENE TALE? ..ot 7.2 5.3 5.3
1991-present®

Core inflation rate? ..........ccoveeerieririecien e 31 23 25

UNEMPIOYMENE FALE? .......vvreeiciiecet e 6.3 4.8 45

* Average annual percent change in the consumer price index for all items excluding food and energy.
2 Average rate for the period (percent).
% Through December 1998.

Note.—Based on seasonally adjusted data.
Sources: Department of Labor (Bureau of Labor Statistics) and National Bureau of Economic Research.

the 1960s expansion and the milder price acceleration seen at the end of
the 1980s expansion. To be sure, this good inflation performance has
been aided by favorable conditions such as a continuing sharp decline in
computer prices, a drop in oil prices, rapid growth of industrial capacity,
and downward pressure on prices of traded goods due to weakness in
the world economy. And, as discussed in Chapter 2 of this Report, the
Administration (as well as the consensus of private forecasts) projects
a moderating of growth over the next 2 years. What is significant,
however, is that the actions taken over the past 6 years to reduce the
budget deficit created conditions in which the Federal Reserve could
accommodate steady noninflationary growth. And, of course, the strong
economic performance helped improve the budget balance even
further.

Growth in GDP has also been solid. With slower growth in the work-
ing-age population and slower trend productivity growth since the
early 1970s, it is understandable that GDP has grown more slowly
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than it did in the 1960s (Table 1-2). Moreover, growth over the 1980s
expansion partly reflects how far below potential output the economy
was at the start of that expansion, which followed a deep recession,
rather than a particularly strong underlying growth trend. Finally,
growth in aggregate income matters for some purposes, but productiv-
ity growth is what matters for real wages and a rising standard of liv-
ing over the longer term. And productivity growth has continued rela-
tively strong well into this expansion—it has not exhibited the decline
that often occurs late in expansions. Nevertheless, the rate of produc-
tivity growth over this expansion remains well below that achieved in
the 1960s, before the productivity slowdown.

TaABLE 1-2.—Economic Growth Indicators in Three Long Expansions
[Average annual percent change]

From From
Item previous
trough peakd
1961-69
Real GDP 48 43
Civilian noninstitutional population . 15 15
Civilian labor force .........cccccoeviivinnce 1.7 1.7
Nonfarm business sector productivity 3.0 2.8
1982-90
Real GDP ..... . 37 2.6
Civilian nonin: 1.2 12
Civilian labor force 1.6 1.6
Nonfarm business sector 13 1.0
1991-present ?
Real GDP 3.0 2.6
Civilian noninstitutional population . 1.0 1.0
Civilian labor force .........c.coeuevivnen. 12 11
Nonfarm business sector productivity 15 14

* Peaks of 1960 II, 1980 I, and 1990 III.
2 Through 1998 III.

Note.—Based on seasonally adjusted data, except population.

Sources: Department of Commerce (Bureau of Economic Analysis), Department of Labor (Bureau of Labor Statistics), and
National Bureau of Economic Research.

Relatively slow productivity growth continues to prevent the kind of
wage and income growth that produced a doubling in living standards
between 1948 and 1973. As discussed in Chapter 3, however, the sus-
tained tight labor market that this expansion has created in the past
few years has brought benefits to the vast majority of American work-
ers, including groups that had fallen behind over the past two decades
or so, such as low-wage workers and minorities. A labor market like
that of today has numerous benefits. It increases the confidence of job
losers that they will be able to return to work; it lures discouraged
workers back into the labor force; it enhances the prospects of those
already at work to get ahead; it enables those who want or need to
switch jobs to do so without a long period of joblessness; and it lowers
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the duration of the typical unemployment spell. It can reduce long-
term structural unemployment by providing jobs and experience to
younger and less skilled workers, thus increasing their longer run
attachment to the labor force. In short, a sustained tight labor market
helps the rising tide of economic growth lift all boats.

This expansion has illustrated how the mix of monetary and fiscal
policy can affect the composition of output. Unlike the expansion of the
1980s, which saw an expansionary fiscal policy restrained by tight
monetary policy, the current expansion has taken place under condi-
tions of fiscal restraint and an accommodative monetary policy. The
1980s policy mix brought with it relatively high real interest rates,
declining net national saving and investment, and a large current
account deficit, which changed the United States from the world’s
largest creditor Nation to its largest debtor. Strong performance by the
U.S. economy in the 1990s is again associated with a strong dollar and,
most recently, a widening trade deficit, as the United States has con-
tinued to absorb foreign goods while weakness abroad has reduced
demand for U.S. goods. On balance, however, the current account
deficits of the 1990s have been the result of generally rising net
national investment remaining greater than generally rising net
national saving.

The current account balance depends on the gap between saving and
investment. But future growth depends on the levels of saving and
investment. Since 1993, net national saving has increased by about 3
percentage points as a share of GDP, to better than 6% percent in the
first three quarters of 1998. The current expansion has been distin-
guished by the large contribution of private fixed investment to GDP
growth and the negligible contribution of government spending
(Chart 1-2). Strong investment has already been associated with
strong growth in capacity, which has helped keep inflation in check,
and may have contributed to maintaining growth in productivity as
the expansion has matured. Chapter 2 discusses this investment boom
in greater detail.

CONCLUSION

Through a combination of sound policy, other favorable conditions,
and of course the energetic efforts of millions of American workers and
businesses, the current economic expansion has achieved both high
employment and low inflation. Longer run trends in productivity and
population growth will ultimately determine how fast the economy
grows. But the investment that has driven the current expansion
should pay off in stronger growth and productivity and higher future
standards of living than otherwise would have been the case. With the
Federal budget once more under control, large deficits will not
constrain future policy choices.
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Chart 1-2 Contributions to Economic Growth in Three Long Expansions
More than a third of the increase in real GDP in the current expansion came from
fixed investment.
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Sources: Department of Commerce (Bureau of Economic Analysis), National Bureau of Economic
Research, and Council of Economic Advisers.

PRESERVING FISCAL DISCIPLINE

Reducing the Federal budget deficit has been a centerpiece of this
Administration’s economic policy. Between 1993 and 1997 the deficit
came down steadily. Last year, for the first time since 1969, the bud-
get was in the black, with the largest surplus as a share of GDP in
over 40 years.

The Administration now projects substantial surpluses in the uni-
fied Federal budget well into the future. (The unified budget includes
both on-budget and off-budget Federal Government programs.) With
no further action, however, the aging of the U.S. population and con-
tinued growth in health care spending per person would eventually
push the budget back into deficit. The favorable near-term outlook has
provided an important opportunity to address these longer term prob-
lems. In his 1999 State of the Union address, the President presented
his plan to use much of the projected budget surpluses to help save
Social Security and strengthen Medicare, while preserving the fiscal
discipline that has been so hard won over the past 6 years.

REACHING SURPLUS

Except during wars and economic downturns, the Federal budget
has stayed roughly balanced for most of the Nation’s history. Yet the
large budget deficits that emerged in the early 1980s persisted
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throughout that decade of peace and economic expansion, and then
worsened in the 1990-91 recession (Chart 1-3). In 1992 outlays
exceeded receipts by $290 billion, or 4.7 percent of GDP. When the
President took office in January 1993, the deficit was projected to
reach almost $400 billion in 1998 and over $600 billion in 2003,
assuming no change in policy. By 1998, however, receipts exceeded
outlays by $69 billion, or 0.8 percent of GDP. (All references to years
in this section are fiscal years running from October through
September, unless otherwise noted.)

Chart 1-3 The Federal Budget Balance, 1946-98
After a period of persistent large deficits in the 1980s, the Federal budget surplus in
1998 was the largest as a share of GDP since 1957.

Percent of GDP
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Source: Office of Management and Budget.

Between 1992 and 1998 the Federal budget balance improved by
about 5% percent of GDP. In an accounting sense, this dramatic
change is attributable in roughly equal parts to an increase in receipts
and a decline in outlays, both as shares of GDP. More fundamentally,
three forces have been at work: policy changes, faster-than-anticipated
economic growth, and higher-than-expected tax revenues, even after
adjusting for faster economic growth.

In 1993 the President and the Congress enacted a deficit reduction
package designed to cut over $500 billion from the deficits expected to
accumulate over the following 5 years. The program slowed the growth
of entitlements and extended the caps on discretionary spending put in
place in 1990. It raised the tax rates of only the 1.2 percent of taxpay-
ers with the highest incomes, while cutting taxes for 15 million work-
ing families. Four years later the President and the Congress finished
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the job of reaching budget surplus by passing the Balanced Budget Act
of 1997, which incorporated additional deficit reduction measures.

Strong economic growth also played an important role in reducing
the deficit. Faster-than-expected growth created more income and
more tax revenue. In addition, it reduced unemployment insurance
benefits and outlays for other means-tested entitlement programs—
although the effect of better economic performance is considerably
smaller on the spending side than on the revenue side.

Finally, technical factors boosted receipts and depressed outlays
over and above what policy changes and macroeconomic conditions
can account for. In 1997 and again in 1998, higher-than-anticipated
individual income tax collections were by far the largest source of
technical differences on the revenue side. These appear to have
arisen from higher capital gains realizations and changes in the
distribution of income among taxpayers (a shift toward more taxable
income in the higher brackets), most likely reflecting strong stock
market performance. An important technical factor on the spending
side has been lower-than-expected outlays for Federal health
programs (primarily Medicare and Medicaid), most likely reflecting
slower growth in health care costs economy-wide.

FISCAL POLICY IN AN ERA OF SURPLUSES

Achieving a surplus in the Federal budget has provided the founda-
tion for tackling longer term problems. Indeed, balancing the budget
has been the critical first step in improving the Nation’s future fiscal
and economic strength. The most important of the longer term prob-
lems is posed by the aging of the population, with its implications for
future imbalances in Social Security and Medicare.

Before turning to this issue, however, it is worth emphasizing that
achieving long-run fiscal discipline does not, and should not, preclude
the possibility of running a short-run deficit if needed for stabilization
purposes. The automatic stabilizers in the budget will continue to be
the most important instrument of fiscal policy for muting short-term
fluctuations in economic activity. But as Japan’s current problems
remind us, an economy can become mired in stagnation to such an
extent that discretionary fiscal stimulus may be appropriate. The
elimination of large structural budget deficits frees fiscal policy to
undertake such a role if needed.

The Demographic Challenge and Social Security

Social Security is an extremely successful social program. For 60
years it has provided Americans with income security in retirement
and protection against loss of family income due to disability or death.
Social Security retirement benefits are indexed for inflation and provide
a lifetime annuity—a package that has been difficult if not impossible
to obtain in the financial marketplace. In any case, fewer than half of
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all individuals aged 65 and older received any private pension benefits
in 1994. Social Security benefits are the largest source of income for
two-thirds of those in this age group and the only source for 18 percent
of them. Social Security has achieved dramatic success in helping
reduce the poverty rate among the elderly from 35 percent in 1959 to
10.5 percent in 1997. But Social Security is more than just a pension
plan: it is a family protection plan, and nearly every third beneficiary
is not a retiree. For example, one of every six 20-year-olds will die
before reaching retirement age. For the average wage earner who dies
leaving a spouse and two children, Social Security provides survivors’
benefits roughly equivalent in value to a $300,000 life insurance policy.
In addition, three of every ten 20-year-olds will become disabled for
some period during their working lives, and for them Social Security
provides disability protection.

The most commonly used yardstick to measure the financial sound-
ness of the Social Security system is the 75-year actuarial balance—the
difference between expected income and costs over the next 75 years.
The Social Security actuaries now project that the current balance in
the trust fund, together with projected revenues over the next 75 years,
will be insufficient to fund the benefits promised under current law. By
2013 payroll contributions, together with the part of income tax receipts
on Social Security benefits that is deposited in the trust fund, are
expected to fall short of benefits. By 2021 the shortfall is expected to
exceed the trust fund's interest earnings, so that the fund will begin to
decline. And by 2032 the trust fund is expected to be depleted, although
contributions would still be sufficient to pay about 75 percent of cur-
rent-law benefits thereafter. Of course, future taxes and benefits will
depend on a variety of economic and demographic factors that cannot be
predicted perfectly, so the actual problem may be smaller—or larger—
than we now believe. Nevertheless, the actuaries’ intermediate projec-
tions imply that the imbalance in the old age, survivors, and disability
insurance program (OASDI, the main component of Social Security)
over the next 75 years amounts to around 2% percent of taxable payroll
(which equals about 1 percent of GDP today).

The key factors contributing to the projected OASDI imbalance
are improvements in life expectancy and a reduction in birth rates,
which have put the United States on a path of rapid decline in the
number of employed workers for every retiree. When the Social
Security Act was passed in 1935, the life expectancy of a 65-year-old
American was about 13 years. Today, life expectancy for a 65-year-
old is 18 years and rising. Meanwhile people are retiring earlier. In
1950 the average age for first receiving Social Security retirement
benefits was 68; today it is 63. As a consequence of these changes,
the ratio of employed workers to retirees has fallen from about five
to one in 1960 to three and a half to one today. In only 30 years’ time
it will be just two to one and still falling.
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In addition to its effects on Social Security retirement and disability
benefits, this demographic transition will have important effects on the
Medicare and Medicaid programs as well as on the broader economic
environment. Medicare is a Federal program that pays for health care
for the elderly and certain disabled persons; Medicaid is a joint Feder-
al-State program that provides medical assistance, including nursing
home care, to those with low incomes among the elderly, the disabled,
pregnant women, children, and members of families with dependent
children. Both programs face steeply rising costs over time as the
population ages and as the cost of providing medical care likely rises
further. Federal spending on Medicaid is financed out of general
revenues. Spending on Medicare is financed in two parts: hospital
insurance (part A) is funded through the hospital insurance payroll
tax, whose proceeds go to a dedicated trust fund, and supplementary
medical insurance (part B) is funded through general revenues and
monthly premiums paid by beneficiaries. The intermediate projections
of the Medicare actuaries imply that the hospital insurance trust fund
will be exhausted in 2008.

For the Nation as a whole, the core of the problem is how to provide
a high standard of living for both workers and retirees in the next cen-
tury, even though a smaller share of the population will be in the work
force than today. A natural solution is to make workers more produc-
tive, by increasing investment in both physical and human capital.
Investing in productive capital expands the total economic pie, and
that is the prerequisite to meeting the retirement costs of the baby-
boom generation without unduly burdening future workers. The key to
accomplishing this is to increase national saving. The Federal Govern-
ment can play its part by maintaining fiscal discipline. Indeed, the
President’s proposal to use much of the currently projected budget
surpluses for Social Security and Medicare reform would add about
2 percent of GDP to the contribution of government saving to national
saving over the next 15 years.

The Administration’s Policy

In his 1998 State of the Union address, the President proposed to
reserve the budget surplus until agreement had been reached on a
plan to secure the financial viability of Social Security. To accomplish
this task, the President suggested a process of public education and
discussion, followed by the forging of a bipartisan agreement. The
President later set forth five principles to guide the reform process:

= Strengthen and protect Social Security for the 21st century. This is
an overriding goal, and it rules out proposals that fail to provide a
comprehensive solution to the solvency problem. For example, a
plan to divert existing payroll taxes into a new system of individual
accounts, without other, offsetting changes, would fail the test to the
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extent that it would reduce Social Security’s revenues and make the
existing imbalance even larger.

= Maintain universality and fairness. The current program provides
benefits on a progressive basis, and ensuring progressivity is an
important standard by which reform proposals should be judged.

= Provide a benefit that people can count on. Any proposed reform of
Social Security must continue to offer people a secure base for
retirement planning.

= Preserve financial security for low-income and disabled beneficiaries.
The commitment to the disability and survivors’ insurance aspects
of the OASDI program must be maintained.

= Maintain fiscal discipline. Fiscal discipline is essential to ensure
that the emerging budget surpluses are not drained before Social
Security reform has been addressed, and that fiscal policy plays a
helpful role in preparing for the retirement of the baby-boomers.

In his 1999 State of the Union address, the President put forward a
comprehensive framework for Social Security reform that satisfies these
principles. First, about three-fifths of the projected budget surpluses over
the next 15 years would be transferred to the Social Security trust fund.
Second, about a fifth of the transferred surpluses would be invested in
equities to achieve higher returns, just as private and State and local gov-
ernment pension funds do. The Administration intends to work with the
Congress to ensure that these investments are made by the most efficient
private sector investment managers, independently and without political
interference. These two steps alone would extend the solvency of the
Social Security system until 2055. Third, the President called for a bipar-
tisan effort to make further reforms to Social Security that would extend
its solvency to at least 2075.

The President repeated his commitment to “save Social Security first.”
He also stated that—if Social Security reform is secured—the remaining
projected surpluses over the next 15 years should be dedicated to three
purposes. First, about 15 percent of the projected surpluses would be
transferred to the Medicare trust fund. The Administration, the Con-
gress, and the Medicare commission should work to use these funds as
part of broader reforms. Even without such reforms, however, the trans-
fers would extend the projected solvency of the Medicare trust fund to
2020. Second, about 12 percent of the projected surpluses would be used
to create Universal Savings Accounts, which would help people save
more for their retirement needs. The government would provide a flat tax
credit for Americans to put into their accounts and additional tax credits
to match a portion of each dollar that a person voluntarily puts into his
or her account. These accounts would not be part of the Social Security
system but would provide additional retirement resources. The
remainder of the projected surpluses over the next 15 years would be
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reserved to improve military readiness and to meet pressing domestic
priorities in such areas as education and research.

Within this framework, the national debt of the United States would
decline dramatically. Debt held by the public would fall from about 45
percent of GDP today to less than 10 percent in 2014. That would be
the smallest burden of government debt on the economy since the
United States entered World War | in 1917.

MEETING THE INTERNATIONAL CHALLENGE

This Administration has been committed from the start to outward-
looking trade and investment policies. And in his 1999 State of the
Union address the President called for a new consensus in the Con-
gress to grant him traditional trade-negotiating authority that permits
trade agreements negotiated with other nations to be submitted to an
up-or-down Congressional vote without amendment. At the same time
he proposed the launch of an ambitious new round of global trade
negotiations within the World Trade Organization. The general princi-
ple behind the Administration’s international economic policy is that
open domestic markets and an open global trading system are a better
way to raise wages and living standards over the longer term than are
trade protection and isolationism. Recent strains on the fabric of the
international economy have increased the allure of protectionism in
some quarters. But the main lesson should be that it is essential to
promote growth in the world economy, to help crisis-stricken economies
recover, and to reform the international financial system in ways that
make future crises less likely without abandoning the benefits that
come with increased international trade and investment flows.

During the year and a half that has elapsed since the collapse of
the Thai currency in July 1997, Asia’s currency crisis has developed
into a more widespread crisis affecting many countries around the
globe. As the crisis has spread, it has impacted global commodity
markets, impaired economic development, and imposed extraordi-
nary hardship in the crisis-afflicted countries, all the while posing
risks to growth worldwide, including in the United States and other
industrial countries. According to projections by the International
Monetary Fund (IMF), global growth is now expected to reach a
modest 2.2 percent in 1999, which represents a decline both from
the 4.2 percent rate attained in 1997 and from its long-run historical
average of 4 percent.

CONTAINING THE CRISIS AND PROMOTING RECOVERY

Since the crisis began, the United States has led the international
community’'s efforts to promote world economic growth, to stabilize
international financial conditions, and to implement reforms to reduce
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the vulnerability of the international system to future crises. These
initiatives are described in detail in Chapters 6 and 7.

Afirst prerequisite for restoring strong world economic performance
is strong growth in the industrial countries that are the main
customers of the crisis-afflicted economies. This need has been clearly
recognized and addressed in both words and deeds by the United
States and its partners among the Group of Seven (G-7) large indus-
trial nations. In October the G-7 finance ministers and central bank
governors issued a joint statement indicating that, in their view, the
balance of risks in the world economy had shifted. With inflation low
and well controlled, countries should commit themselves to
preserving or creating the conditions for sustainable domestic growth.
Monetary conditions were subsequently eased in the key industrial
countries. In the United States, the Federal Reserve reduced the
Federal funds rate three times, helping restore confidence and
liquidity. Japan, Canada, and most of the major European countries
also lowered interest rates. Japan, a country in deep recession whose
recovery is particularly critical to the growth prospects of its crisis-
afflicted Asian trade partners, has also taken steps to provide fiscal
stimulus and has committed substantial resources to strengthen its
financial system. Much remains to be done, however, and many private
forecasts are for continuing contraction in Japan. Although it is pre-
mature to conclude that the rest of the world economy is out of peril,
conditions have improved noticeably since October, when it appeared
that the world might be headed into a generalized global credit crunch.

It is important to emphasize that, in serving as an engine of global
growth during this period, the United States will inevitably see an
increase in its already sizable trade deficit, and some sectors, particu-
larly those heavily exposed to trade, will experience disproportionate
impacts. The result may be a rise in calls for protection, and it will
therefore be important to find constructive approaches to the
disruptions caused by trade. The United States remains committed to
outward-looking, internationalist policies and has urged the crisis-
impacted countries to keep their own markets open.

Beyond working to ensure growth in the industrial world, the
Administration has focused since the onset of the crisis on the need to
contain the international contagion of financial disruption and to
restore the confidence of market participants. The Administration has
supported the IMF in its goal of providing financial assistance to coun-
tries in crisis that are willing to implement the reforms needed to
restore economic confidence and strengthen the underpinnings of their
economies, including their corporate and financial sectors. The empha-
sis of IMF programs on financial sector reform reflects the growing
consensus, discussed in Chapter 6, that structural weaknesses, partic-
ularly in the process of financial intermediation, were a key element in
initiating the crisis. It appears that many countries in East Asia have
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now made considerable progress toward establishing the foundation
for recovery. In addition, an IMF stabilization package for Brazil, sup-
plemented by bilateral financing, was arranged in November.

As the crisis spread, the Administration recognized that its contagion
threatened even countries that had taken great strides in implementing
sound macroeconomic and structural policies and had worked to
strengthen the fundamentals of their economies. The President therefore
proposed, and the G-7 leaders agreed to establish, an enhanced IMF facil-
ity to provide contingent, short-term lines of credit that could be drawn
upon by countries pursuing strong, IMF-approved policies, accompanied,
as appropriate, by additional bilateral finance. As the scope of the crisis
widened, the resources of the IMF became increasingly strained. A key
step in expanding them was for the United States to meet its own finan-
cial obligations to the organization. The Administration proposed, and in
October the Congress approved, $18 billion in funding, opening the way
for about $90 billion of usable resources to be provided by all IMF mem-
bers to the liquidity-strapped institution.

To address the suffering inflicted by the crisis on the citizens of the
affected countries, the Administration has proposed policies to stimulate
economic recovery and alleviate hardship. Another decade of lost growth
like that endured during the debt crisis of the 1980s would be intolerable,
and the Administration recognizes that the industrial countries must do
more than just serve as good customers for the products of crisis-impacted
countries. One problem that is delaying recovery in several of the Asian
crisis countries is that large numbers of companies and banks, including
many that were in good health before the crisis, now face unmanageable
debt burdens. Companies and financial institutions in Indonesia, the
Republic of Korea, and Thailand, for example, face substantial overhangs
of bad debt as a result of high interest rates and currency depreciations. To
address this systemic problem, the President proposed the exploration of
comprehensive plans to help countries restructure debt and restore the
flow of credit needed for firms to operate. The Asian Growth and Recovery
Initiative, jointly announced by the United States and Japan in November
1998, is designed to promote this goal. In addition, many crisis-afflicted
countries lack effective social safety nets. Therefore the Administration
also sought, and agreement was reached, to establish a new World Bank
emergency facility to support social safety net spending focused on the
most vulnerable citizens of these countries.

STRENGTHENING THE INTERNATIONAL FINANCIAL
ARCHITECTURE

The most important issue raised by the recent international crisis is
how to make sure the world never again faces another one like it.
Unfortunately, there is no silver bullet—no simple solution that would
simultaneously guarantee countries access to global capital flows and
eliminate the risk of a crisis of confidence once again withdrawing that
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access. Even so, international agreement is finally emerging on some
steps that can and should be taken to strengthen the architecture of
the financial system, to make it less crisis prone. Chapter 7 is devoted
to a discussion of potential reforms, including those proposed in recent
reports by working groups of central bank governors and finance min-
isters from a group of industrial and key emerging market countries,
informally dubbed the G-22.

The G-22 reports focus on measures to increase transparency and
accountability in the financial operations of individual countries, of
private financial and corporate institutions, and of international
financial institutions such as the IMF and the World Bank. Greater
transparency and accountability will enhance the availability,
relevance, and reliability of information that investors need to
evaluate the risks in lending. The reports also propose a series of
reforms to strengthen domestic financial institutions: improvements in
prudential supervision and regulation are particularly needed to
create stronger incentives for borrowers and lenders to weigh risks and
act with appropriate discipline, thereby reducing the odds of a crisis.
Finally, the reports identify policies that could improve the
coordination of creditors’ interests during a future crisis and promote
its orderly, cooperative, and equitable resolution.

Again, no magic formula can prevent the recurrence of currency and
financial crises. But things can be done to limit their frequency, their
impact, and their pernicious tendency to spread from country to country.
Therefore, even as the United States works to contain the current crisis
and help restore growth in the affected parts of the world, it will also
work with the G-7 and through other international forums to implement
reforms of the international financial architecture that will help achieve
this longer term goal. Such reform is crucial for restoring support in an
international economic system based on trade and investment flows that
can contribute to rising global living standards in the 21st century.
Additional necessary steps are described in Chapter 7.

EMBRACING CHANGE WHILE PROMOTING FAIRNESS

The tradeoff between efficiency and fairness is a classic problem in
formulating economic policy. Policies that confer benefits broadly
sometimes confer them unevenly, imposing relatively high costs on a
relative few. In well-functioning markets, the broadly distributed gains
usually outweigh the concentrated losses—often many times over. But
those who are hurt naturally seek relief through the political process,
and if government responds by substituting political remedies for
market outcomes, it can dissipate the aggregate gains.

Increases in the Nation's standard of living over the longer term
require that we embrace change and do not retreat from the constant
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succession of new opportunities and challenges of an ever-changing
world. However, considerations of fairness require that we ensure that
no part of our society bears disproportionate losses for the sake of
achieving net gains for the rest. More pragmatically, achieving political
consensus to embrace worthwhile change sometimes requires looking
out for the interests of those who are visibly harmed, even if that
means sacrificing some portion of the potential gains. Three very dif-
ferent areas of current policy concern—agriculture, corporate mergers,
and international trade—illustrate these difficult choices.

AGRICULTURE

For more than a decade, a new, bipartisan farm policy has directed
farmers to seek income increasingly from markets rather than from
Federal subsidies. The 1994 Crop Insurance Reform Act and the Fed-
eral Agriculture Improvement and Reform (FAIR) Act of 1996 sought to
replace the farm income safety net, based on government-managed
price and income supports, with a system in which farmers manage
their own risk through crop diversification, transactions in futures
markets, and government-subsidized crop and revenue insurance.
However, when the President signed the FAIR act, he expressed his
concern that it failed to provide an adequate safety net for family farm-
ers, and he reiterated his commitment to work with the Congress to
strengthen that safety net.

Farmers prospered in the first few years under the FAIR act. Net
farm income rose to a record $53.4 billion in 1996 and remained high
in 1997, as export demand grew and world commaodity prices rose from
1995 levels. In addition, farmers benefited from the transitional pay-
ments provided by the 1996 act, which boosted farm income by about
$6 billion in both 1996 and 1997. In 1998, however, farm income fell, as
commodity prices dropped sharply and farmers confronted a number of
weather-related problems. In response, the Administration insisted on
a $6 billion emergency assistance package to boost farm income. Net
farm income in 1998 is estimated to have been about $48 billion, only
slightly less than the 1997 figure of $50 billion. The President has also
pledged to work with the Congress this year to reform the crop
insurance program and farm income assistance.

The experience of 1998 reflected the tension inherent in a farm policy
that is market oriented yet tries to provide an adequate safety net for
family farmers. Current farm policy encourages farmers to make their
planting decisions on an economic basis rather than with an eye to gov-
ernment support, while helping them manage risk by subsidizing
insurance against both poor harvests and low prices. But to the extent
that farmers have a reasonable expectation that the government will
step in to provide assistance in the event of an emergency, they
are unlikely to take all the appropriate risk management steps
themselves. This gives rise to a moral hazard problem that cannot be
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eliminated entirely, because the government will always be under strong
pressure to address what are perceived to be legitimate disasters.

MERGERS

The United States is in the midst of its fifth corporate merger wave
of the century. The value of all mergers and acquisitions announced in
1997 was almost $1 trillion, and activity in 1998 was over $1.6 trillion.
By almost any quantitative standard the current boom is substantial.
Measured relative to the size of the economy, only the spate of trust
formations at the turn of the century comes close to the level of current
merger activity. Measured relative to the market value of all U.S.
companies, however, the 1980s boom was roughly comparable in size.

Qualitatively, the current merger wave is similar to those before the
1980s in that it is taking place in a strong stock market, with stock
rather than cash the preferred funding source. But unlike the pre-
1980s transactions, many recent mergers are neither purely horizontal
(between firms in the same or similar industries) as in the 1890s and
1920s, nor purely conglomerate (between firms of different industries)
as in the 1960s and 1970s. Rather, they represent market extension
mergers, in which the merging companies are in the same industry but
serve different and noncompeting markets, or synergy-seeking merg-
ers, in which companies in related markets combine to take advantage
of economies of scope. In contrast to the 1980s, when many mergers
were primarily motivated by financial considerations, today’s mergers
are primarily motivated by business strategy and the need to respond
to fundamental shifts in a rapidly changing economy.

The main reason managers give for undertaking mergers is to
increase efficiency. Mergers can encourage greater efficiency by reduc-
ing excess capacity, taking advantage of economies of scale and scope,
and stimulating technological progress. Over time, such efficiencies
translate into lower prices and better products and services for con-
sumers. However, mergers that increase market concentration can
raise prices and reduce consumer benefits. In addition, mergers, like
other forms of economic change, can disrupt established patterns of
economic and social activity.

When the antitrust agencies—the Federal Trade Commission and
the Antitrust Division of the Department of Justice—review mergers,
they do so with an eye to protecting competition for the benefit of con-
sumers. They pay considerable attention to market definition—over
how large a market the merged firm might exert market power, and
what competitors it faces in that market—so that the effects of a merg-
er are evaluated in the proper context. Antitrust enforcement has been
rigorous in this Administration, and mergers receive careful scrutiny.
Most have been found to be procompetitive or competitively neutral.
But the minority that would reduce competition and harm consumers
have been challenged. The current approach, which is aggressive
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without being heavy handed, stands in contrast to both the strong
antimerger bias of the 1960s and 1970s and the much more lax
enforcement of the 1980s.

Antitrust enforcement does not and probably should not encompass
the broader range of possible economic and social effects that may be
associated with mergers, such as job loss, change in ownership struc-
ture (including reduced diversity of ownership), and localized service
disruptions. Such effects result not only from mergers but from many
other forces as well, including technological change, deregulation, and
international competition. Indeed, mergers may be more a symptom of
broad change in the economy than a cause. The policies that are best
for dealing with these changes include promoting full employment and
macroeconomic stability, developing a skilled and well-trained work
force, providing adequate unemployment insurance and other safety
net programs, and helping communities adapt to economic change. All
of these have been part of the Administration’s economic strategy of
the last 6 years.

INTERNATIONAL TRADE

International trade policy has long been a laboratory for addressing
the challenge of balancing efficiency and fairness and for providing
political safeguards for those who might be hurt by change and would
otherwise work to block it. For example, U.S. trade law recognizes that
imports can sometimes be associated with labor displacement and
other disruptions, and it provides for several kinds of relief in these cir-
cumstances. So-called escape clause relief allows temporary measures
to be adopted in cases where rising imports are judged to have been a
substantial cause of serious injury to an industry. And antidumping
duties may be imposed in cases where foreign producers are judged to
have dumped their products in U.S. markets (that is, sold them at less
than fair value).

Trade adjustment assistance is an alternative way of dealing with
disruptions associated with trade. Since 1962 U.S. trade laws have
provided for some kind of cash assistance for workers who have lost
their jobs as a result of trade. In addition, the North American Free
Trade Agreement (NAFTA) provides assistance to workers displaced
from companies that have shut down their U.S. plants and moved pro-
duction to Mexico or Canada, and the Administration has supported
extending such assistance to all workers displaced by the movement of
work to another country. In theory, trade adjustment assistance pro-
vides compensation from the broad class of those who gain from trade
(represented by the taxpayers generally) to those who lose from it
(workers in trade-impacted industries), without interfering with the
efficiency-enhancing effects of freer trade. In practice, of course, things
are more complicated if adjustment assistance interferes unduly with
workers' incentives to find new jobs—another moral hazard issue.
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Nevertheless, adjustment assistance illustrates the general principle
that it is desirable to address the disruption caused by positive change
rather than block the change itself.

PROMOTING PROSPERITY FOR ALL AMERICANS

From the end of World War 11 until the early 1970s, the rising tide of
economic growth raised wages and incomes uniformly for American
families of all incomes. For example, just as the median family income
approximately doubled between 1947 and 1973, so did the incomes of
families near the top and the bottom of the income spectrum (Chart 1-4).
Since the early 1970s, however, the pace of income growth has slowed
and income inequality has increased. Median family income in 1997
was about 10 percent higher than in 1973, but income at the 95th
percentile (that is, an income exceeded by that of only 5 percent of
American families) was more than a third higher, whereas income at
the 20th percentile was virtually unchanged.

This Administration has recognized from the start that the stubborn
problems of slow productivity growth and rising income inequality
were among the greatest challenges it would face. And there are heart-
ening signs that we may have turned the corner. As mentioned earlier,
productivity growth has remained relatively strong in this expansion,
whereas in past expansions it has tended to flag as the expansion
matures. Moreover, as detailed in Chapter 3, low-wage and minority

Chart 1-4 Growth in Real Family Income, 1947-97
Growth in real family income has slowed and inequality has increased since 1973.
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workers are enjoying some of the best labor market conditions they
have seen in decades. The Bureau of the Census reports that the Gini
coefficient (a standard measure of income inequality) has recorded no
statistically significant increase since 1993, and the poverty rate fell to
13.3 percent by 1997, from 15.1 percent in 1993. These trends are
encouraging. However, it is difficult to disentangle the cyclical effects
arising from the particular strengths of this expansion from possible
improvements in underlying trends.

Maintaining macroeconomic stability is a necessary condition for
ensuring that all Americans participate in the country’s growing pros-
perity. But it is also important to continue to develop policies that
address the challenges of a changing economy and a changing society,
especially in the areas of education and training. Chapter 3 discusses
the Administration’s initiatives to improve schools, open the doors of
college to all Americans, strengthen America’s work force development
system, and promote lifelong learning.

CONCLUSION

The U.S. economy remained strong in 1998 despite a serious weak-
ening in the international economy and considerable financial turmoil.
The economy’s ability to weather these storms is testimony to the
soundness of the policies of the past 6 years and to the underlying
strength of the current economic expansion. Although there is much
for us all to be proud of in this economic success, the Nation still faces
important challenges as it prepares for the 21st century. Chapter 2 of
this Report reviews domestic macroeconomic developments in 1998
and presents the Administration’s forecast for 1999 and beyond.
Chapter 3 analyzes the benefits of the strong labor market in this
expansion. Chapter 4 provides a context for the national discussion of
Social Security reform by analyzing work, retirement, and the
economic well-being of the elderly. Chapter 5 examines the role of
innovation and regulation as determinants of long-term economic
performance, with particular emphasis on antitrust policy, environ-
mental regulation, and restructuring of the electric power industry.
Finally, Chapters 6 and 7 analyze recent events in the international
economy from the standpoint of increased globalization of capital flows
and the evolution and reform of the international financial system.
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CHAPTER 2

Macroeconomic Policy
and Performance

THE U.S. ECONOMY PERFORMED very well in 1998. Real output
increased 3.7 percent at an annual rate over the first three quarters of
the year, once again exceeding the predictions of most forecasters.
Nonagricultural jobs increased by about 2.9 million during the year,
and the average unemployment rate for the year dropped to 4.5 per-
cent, its lowest level since 1969 (Chart 2-1). The consumer price index
rose by only 1.6 percent, its second smallest increase since 1964 (Chart
2-2), and other measures of inflation were even more muted.

Yet the turmoil in foreign economies that began in the summer of
1997 did not leave the U.S. economy unscathed. Net exports declined
sharply during 1998, as a result of slow or negative economic growth in
a number of the United States’ trading partners and a substantial rise
in the foreign exchange value of the dollar since early 1997. Moreover,
during the late summer and fall, domestic financial conditions, which
had been highly conducive to economic growth for several years,
became much less favorable. Investors’ sudden flight from risky assets
reduced some businesses’ access to capital and raised the cost of
borrowing for others.

Despite these dampening forces, the economic expansion maintained
considerable momentum. A significant factor underlying this strong
performance was the continued practice of responsible fiscal policy:
1998 will be remembered as the year the Federal Government record-
ed its first unified budget surplus since 1969. The surplus contributed
to the low level of interest rates during the year, increased the capital
available for private investment, and provided a more stable backdrop
for private economic decisions. Monetary policy also provided an
important boost to the economy. The Federal Reserve held overnight
interest rates steady for much of the year, but it reduced rates three
times in quick succession when the financial environment deteriorated
in the fall. Following the Federal Reserve’s actions, financial stresses
in the United States abated considerably, with risk premiums in
interest rates declining once again and the issuance of corporate
debt picking up.

The first section of this chapter reviews the course of the U.S. econ-
omy during 1998. The next section focuses on developments in domes-
tic financial markets, which were exceptionally turbulent last year.
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Then the chapter explores two other macroeconomic topics that have
received a lot of attention recently: the boom in business equipment
investment during the past several years, and the “year 2000” problem
involving computers. The final section of the chapter analyzes the out-
look for the U.S. economy. When the economic expansion continued
through December, it became the longest recorded peacetime expan-
sion. The Administration expects the expansion to continue during
1999, albeit at a more moderate pace.

THE YEAR IN REVIEW

Real gross domestic product (GDP) increased 3.7 percent at an annu-
al rate between the fourth quarter of 1997 and the third quarter of
1998 (the latest period for which data were available when this Report
went to press). Preliminary data suggest that GDP growth likely
remained in this neighborhood in the fourth quarter, bringing growth
for the year as a whole close to that recorded in 1996 and 1997. Once
again, business investment in equipment made a substantial contribu-
tion to GDP growth, while a larger drag from net exports was offset by
a stepup in household spending on goods, services, and housing from
its already robust pace of the previous several years.

THE STANCE OF MACROECONOMIC POLICY

Both fiscal policy and monetary policy made vital contributions to
the excellent performance of the U.S. economy during 1998.

Fiscal Policy

The passage of the Omnibus Budget Reconciliation Act of 1993
marked the beginning of a significant shift toward fiscal restraint by
the Federal Government. The Balanced Budget Act of 1997 put in
place the additional policies needed to bring the budget into sustained
balance. In fiscal 1998 (October 1997 through September 1998), the
Federal Government capped 6 years of dramatic budget improvement
by recording the first budget surplus since 1969. The $69 billion sur-
plus was the largest as a share of GDP since 1957. The goal of elimi-
nating the budget deficit by 2002 was accomplished 4 years ahead of
schedule. Net interest payments—the fiscal burden imposed by the
large deficits of the past—remain substantial, however, at 15 percent
of total expenditures and 3 percent of GDP in fiscal 1998. Excluding
these payments, the “primary” budget balance, the difference between
tax revenue and expenditures for current needs, reached a surplus of
more than $300 billion.

Although the attainment of a budget surplus marks a major fiscal
milestone, the case for continued fiscal responsibility remains strong.
Demographic trends point to an aging of the population that will
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significantly increase expenditures on Social Security and government
health programs over the next several decades. The emergence of a
budget surplus offers the opportunity to prepare for this challenge.
Indeed, the unified budget surplus includes the current excess of
receipts over benefit payments in the Social Security system, which
amounted to $99 billion in fiscal 1998. (Apart from the Social Security
system, the Federal Government had a deficit of $30 billion in 1998,
producing the unified surplus of $69 billion.) The Administration has
stated that none of the unified surplus should be used until the future
solvency of Social Security is assured. The President has repeatedly
reaffirmed this commitment to “save Social Security first,” and he pre-
sented a specific proposal for Social Security reform in his recent State
of the Union address.

Monetary Policy

In conducting monetary policy during 1998, the main focus of the
Federal Reserve’s concerns shifted from a potential reversal of the
favorable trend of inflation to a potential weakening of economic activ-
ity. When the year began, the target Federal funds rate—the rate
banks charge each other for overnight loans—stood at 5.5 percent,
where it had been for the preceding 9 months. However, the surge in
economic growth during the first several months of the year height-
ened the concern of the Federal Open Market Committee (FOMC, the
Federal Reserve’s principal monetary policy decisionmaking body) that
intensifying use of the economy’s resources might lead to a buildup of
inflationary pressures. The FOMC did not adjust the Federal funds
rate in response, but it noted in March that a tightening of monetary
policy was more likely than an easing in the months ahead.

Despite a slowing of growth in the second quarter, the FOMC
believed that the balance of risks still pointed to the possibility of ris-
ing inflation over time. It therefore maintained a bias toward future
monetary tightening. Indeed, labor costs accelerated during 1998 in a
very tight labor market. However, the rapid deterioration in financial
conditions in the late summer and fall persuaded the Federal Reserve
that a much less restrictive monetary policy was appropriate. The
FOMC dropped its bias toward tightening at its August meeting, cut
the Federal funds rate by 25 basis points (0.25 percentage point) at its
September meeting, did so again in mid-October in an unusual
between-meeting move, and lowered the funds rate yet again at its
November meeting. In both October and November the Federal
Reserve Board also cut the discount rate—the rate it charges banks to
borrow from the Fed—by 25 basis points, to maintain the discount
rate’s traditional position below the funds rate. The easing of monetary
policy was not a reaction to any observed weakness of economic activi-
ty but rather a preemptive or forward-looking action intended to sus-
tain the expansion. The cumulative 75-basis-point reduction in the
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target Federal funds rate brought that rate to 4.75 percent, its lowest
value in 4 years.

TURMOIL IN FINANCIAL MARKETS

The past year was a tumultuous one in U.S. financial markets. The
first half of the year witnessed an extension of the highly favorable
conditions that had prevailed over the previous several years. Yields
on intermediate- and long-term Treasury securities moved in a fairly
narrow band that was centered a little below the levels that had pre-
vailed during the latter part of 1997. Most households and firms
enjoyed ample access to credit on good terms. Meanwhile equity prices
rose sharply, with most major indexes hitting record highs in July
that ranged from 17 to 28 percent above their values at the beginning
of the year.

Financial conditions during the second half of the year were less
favorable. In mid-August Russia devalued the ruble and effectively
defaulted on its domestic debt, marking a new round of the financial
crisis in emerging markets that had begun in Southeast Asia a year
earlier. As the international financial turmoil worsened, investors’
desire to shift their portfolios away from emerging market
economies—a trend that had been apparent over the previous year—
intensified, and they began to shy away from all but the safest and
most liquid assets in the markets of the industrial countries. (Chapter
6 discusses developments in international financial markets at
length.) Among U.S. assets, the shift of investor preferences away
from private securities and toward government securities caused the
difference, or spread, between private and Treasury yields to spike
upward. Yields on higher quality corporate debt were little changed
(although the spread between these yields and Treasury yields
widened as the latter fell), but businesses with lower credit ratings
faced much higher costs of borrowing. Moreover, issuance of corporate
debt slowed sharply, banks tightened terms and standards on busi-
ness loans (although the volume of lending actually increased signifi-
cantly), and stock prices dropped steeply.

Financial conditions improved markedly after mid-October, partly in
response to the Federal Reserve's interest rate reductions. Risk
spreads narrowed, debt issuance accelerated, and stock markets
rebounded to new highs. Nevertheless, some American businesses
apparently faced more limited access to credit and a higher cost of bor-
rowing at the end of 1998 than at the beginning of the year.

COMPONENTS OF SPENDING

As already noted, real GDP increased at an annual rate of 3.7 per-
cent between the fourth quarter of 1997 and the third quarter of 1998
(Table 2-1), close to the pace of the previous 2 years. Quarterly output
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TABLE 2-1.— Growth of Real GDP and its Components During 1997 and 1998

Growth rate Contribution to GDP growth
Item (percent) (percentage points)
1997 1998 1997 1998

Gross domestic product ..........ccccevenrncricinniinninnians 3.8 37 3.8 37

Final SAlES ..o 34 3.9 33 39

Consumer expenditures .........oeeveerereneernnns 37 54 25 37

HOUSING oo 42 135 2 5

Business fixed investment.............cc.ccoeveviininnns 9.8 11.0 1.0 12

Exports of goods and Services ............covnnenees 9.6 -4.5 11 -5

Imports of goods and Services...........covveneens 14.0 9.0 -1.7 -1.1
Government consumption

and gross iNVESEMENt .........coceerrrerereeernnns 14 11 3 2

Change in iNVentories..........c..couuvnrinrnnrieisninies — — 5 -2

Note:—Data for 1997 are for fourth quarter to fourth quarter; data for 1998 are for fourth quarter
to third quarter at annual rates.

Contributions are approximate.

Detail may not add to totals because of rounding.

Source: Department of Commerce (Bureau of Economic Analysis).

during 1998 was quite erratic: after surging at a 5.5 percent annual
rate in the first quarter, real output growth slowed to 1.8 percent in the
second quarter, and then picked up to 3.7 percent in the third quarter.
This irregular pattern was strongly influenced by sharp swings in
inventory investment (discussed below). Final sales, which increased
by about 3% percent during 1997, rose at a fairly steady 4% percent
annual rate during the first half of 1998, grew at a much slower pace
in the third quarter, and apparently accelerated a little at the end of
the year. Among the components of final sales, net exports exerted a
substantial drag during the first half of the year but less during the
third quarter, as their rate of decline eased. Meanwhile private domes-
tic final sales—consumption, housing, and business fixed investment—
increased less rapidly in the third quarter than during the first half of
the year.

Household Spending

Real personal consumption expenditures (PCE) surged during the
first half of 1998, increasing at roughly a 6 percent annual rate.
PCE growth downshifted during the third quarter to about a 4 per-
cent pace (which still exceeded its growth rate for the four quarters
of 1997) and remained strong in the fourth quarter, according to the
partial data available.

Demand for homes was also very strong. Although real residential
investment represents less than 5 percent of GDP, its growth during
the first three quarters of 1998 accounted for over 10 percent of GDP
growth. Single-family housing starts were the highest since 1978, and
new and existing single-family home sales reached record levels. The
percentage of Americans who own their own home reached an all-time
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high of 66.8 percent in the third quarter (the latest period for which
data are available). Growth in homeownership was especially fast for
groups that have been underrepresented in the past, such as blacks
and Hispanics.

This robust growth in household spending during 1998 occurred
against a backdrop of extremely favorable fundamentals. First, real dis-
posable income maintained its solid upward trend, rising about 3% per-
cent at an annual rate over the first three quarters (based on the PCE
chain-weighted price index). Second, household wealth soared to an
extraordinary level—almost six times income—as a result of the dra-
matic runup in stock prices (Chart 2-3). This expansion in household

Chart 2-3 Net Worth and the Personal Consumption Rate

Surging household wealth in 1998 helped increase consumer expenditures and

reduce the personal saving rate.
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equals one minus the personal saving rate. Household net worth for each year is constructed as the
average of net worth at the beginning and the end of the year. Data for 1998 are approximate.
Sources: Department of Commerce (Bureau of Economic Analysis), Board of Governors of the
Federal Reserve System, and Council of Economic Advisers.

resources permitted spending to grow significantly faster than dispos-
able income. Indeed, the personal saving rate—measured by the dif-
ference between disposable income and consumer outlays, as a per-
centage of disposable income—fell sharply again during 1998. After
averaging roughly 4.5 percent between 1992 and 1994, this rate
dropped to about 3 percent in 1996, about 2 percent in 1997, and about
% percent in the first three quarters of last year. (Last summer’s
revision of the measured saving rate is discussed later in this chapter.)

Household spending was also spurred by low interest rates and a
ready availability of credit. In particular, housing affordability soared,
as interest rates on 30-year fixed rate mortgages averaged more than
¥ percentage point below their 1997 values. Indeed, mortgage credit
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expanded more rapidly during the first three quarters of 1998 (the lat-
est available data) than in any year since 1990. Over the same period,
consumer credit grew at a somewhat faster rate than in 1997 but well
below the torrid pace of 1994 and 1995. Total household debt appears
to have increased faster than disposable income in 1998 for the sixth
year in a row. Nevertheless, delinquency rates on consumer loans
remained close to their 1997 values, and delinquency rates on mort-
gages stayed quite low. Personal bankruptcy filings reached a new
record high in the third quarter of 1998, but the rate of increase over
the preceding year was well below the pace recorded between 1995 and
mid-1997.

Last year's Economic Report of the President included an extended
discussion of the long-term upward trend in the bankruptcy rate. Dur-
ing 1998 the Congress considered various proposals to reform the
bankruptcy law, and both the House and the Senate passed reform
bills; however, the two houses were unable to agree on a compromise
bill that incorporated the Administration’s key principles for bank-
ruptcy reform. The Administration supports reform of the bankruptcy
law that would require both debtors and creditors to act more respon-
sibly: troubled debtors who can repay a portion of their debts should do
so, but creditors should treat debtors fairly, in keeping with the credi-
tors’ superior expertise and bargaining power.

Consumer sentiment was buoyant during 1998, probably reflecting
both the favorable fundamentals and expectations for continued eco-
nomic growth. The consumer sentiment index of the Survey Research
Center at the University of Michigan posted its highest reading in
more than 30 years in early 1998. This optimism waned somewhat in
the fall, but the Michigan index finished the year near the top of its
historical range.

Business Investment

Real business fixed investment grew extremely rapidly during the
first half of 1998, increasing over 15 percent at an annual rate, and
then rose at a slower pace, on average, in the second half of the year.
Sharp gains in purchases of producers’ durable equipment (PDE)
accounted for more than the total advance in business fixed invest-
ment during the first three quarters. Real PDE investment increased
about 16 percent at an annualized rate over that period, exceeding its
robust average annual growth rate over the preceding 3 years of 11
percent. Among its components, spending on computers and peripher-
al equipment surged 75 percent in real terms over the first three quar-
ters of 1998 (annualized), and real spending on communications equip-
ment jumped about 20 percent (annualized). (The causes and
consequences of the recent boom in equipment investment are dis-
cussed further below.) Real PDE was little changed in the third quar-
ter but apparently increased strongly again in the fourth quarter. Both
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the third-quarter deceleration and the fourth-quarter pickup likely
reflected fluctuations in motor vehicle sales.

Business investment in structures fell a bit in real terms during the
first three quarters of 1998. Office construction was boosted by low and
declining vacancy rates, but other commercial construction was slug-
gish, and industrial construction was held down by ample factory
capacity. Spending in this category may also have been dampened by a
tightening in available financing during the third quarter, although
conditions in the commercial mortgage-backed securities market
improved noticeably by the end of the year.

Investment in business inventories varied dramatically across the
first three quarters of 1998. Inventories increased $91 billion in real
terms at an annual rate in the first quarter, and the stepup in inven-
tory investment relative to the fourth quarter of 1997 contributed over
1 percentage point to the annualized increase in first-quarter GDP.
However, several quarters of strong inventory growth apparently per-
suaded businesses to reduce their rate of stockpiling in the second
guarter; in addition, a strike at the Nation’s largest automaker led to a
decline in motor vehicle inventories. All told, the sharply lower rate of
inventory accumulation in the second quarter subtracted over 2% per-
centage points from second-quarter GDP growth. Inventory accumulation
ran at a moderate pace during the third quarter.

Government

Federal Government consumption expenditures and gross invest-
ment contracted in real terms over the first three quarters of 1998, fol-
lowing a real decline during 1997. This measure of government spend-
ing, which is included in GDP, differs from unified budget outlays in a
number of ways. Among the most important differences are that the
GDP measure includes the depreciation of government capital and
does not include transfer payments, interest, or grants to State and
local governments. Defense purchases represent about two-thirds of
Federal consumption expenditures and gross investment. During the
first three quarters of last year, a roughly 2 percent annualized
decrease in defense spending more than offset a roughly 1 percent
annualized increase in the smaller category of nondefense spending.

Consumption expenditures and gross investment by State and local
governments moved up over 2 percent at an annual rate over the same
period, just below the average pace of the previous several years.
Strong growth of household income boosted income tax collections con-
siderably, and most State governments today appear to be in good
financial condition.

International Influences

In 1998 the Federal Reserve Board replaced its traditional index of
the foreign exchange value of the dollar with several new ones. New
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indexes have been developed for three currency groups: a group of
major currencies that are traded heavily outside of their home mar-
kets, a group of currencies of other important U.S. trading partners,
and the aggregate of these two groups, labeled the “broad index.” For
each group the Federal Reserve calculates both nominal and price-
adjusted indexes; all are defined such that a rise indicates a strength-
ening of the dollar. Because the indexes are designed primarily to mea-
sure U.S. competitiveness in world markets, the weights of the various
currencies are based on market shares of U.S. goods in foreign markets
and of foreign goods in U.S. and third-country markets, and these
weights vary over time. Still, the new nominal index for the major cur-
rencies, when calculated retrospectively over the past 20 years, tracks
the Federal Reserve’s previous index fairly closely.

The foreign exchange value of the dollar continued its advance dur-
ing 1997 into the third quarter of 1998, but then fell back. All three
real indexes peaked in August or September and then declined sharply,
ending at or below their values at the end of 1997. The nominal major
currency index behaved similarly to the corresponding real index, but
the nominal broad index and the nominal index relative to other
important trading partners both increased, on net, over the year.

Real net exports (exports minus imports of goods and services)
dropped roughly $100 billion over the first three quarters of 1998,
holding down the growth rate of GDP (assuming the other components
of GDP were unchanged) by about 1% percentage points. The negative
contribution of this category was considerably smaller in the third
guarter than in the first half of the year. The current account balance
(which includes international transactions in investment income and
transfers, as well as trade in goods and services) deteriorated during
1998 as well, owing to both the drop in net exports and an increase in
net payments of investment income to foreigners.

The decline in net exports stemmed from a combination of falling
exports and rising imports. Real exports declined by about 4 percent at
an annual rate during the first three quarters of 1998, following a 10
percent runup during 1997. This deterioration was attributable to
weaker activity in a number of foreign economies, especially in Asia, as
well as the higher value of the dollar (which itself was related to the
contrast between foreign economic developments and U.S. economic
strength). Real imports posted a 9 percent annualized advance during
the first three quarters of 1998, below their increase during 1997,
despite a sharper decline in import prices.

THE LABOR MARKET AND INFLATION

American labor markets enjoyed another excellent year in 1998,
with both employment and real wages rising at impressive rates.
(Chapter 3 includes a more extensive discussion of employment and
compensation patterns and trends.) Meanwhile core consumer prices
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(that is, excluding food and energy prices) increased at their slowest
pace since the 1960s.

Employment

Nonfarm payroll employment expanded by about 2.9 million jobs
during 1998. The number of manufacturing jobs slipped a bit, following
small increases during 1996 and 1997. Weakness in this sector was
probably linked to declining exports of goods. However, jobs in the ser-
vices sector, which accounts for about 30 percent of nonfarm employ-
ment, posted another impressive gain. Nonfarm payrolls rose to 127
million by the end of the year, an increase of nearly 17.7 million jobs
since January 1993. (Over this period, the increase in employment
reported by firms significantly exceeds that reported by households.
Part of this difference can be traced to differences in methodology
between the payroll and household surveys, but the explanation for the
remaining discrepancy is unclear.) Over 90 percent of the increase in
jobs since 1993 has been in the private sector.

The unemployment rate averaged 4.5 percent in 1998, down from 4.9
percent in 1997. After falling for 6 straight years, the unemployment
rate now stands about 3 percentage points below its January 1993
level. Indeed, the 4.3 percent rate in April and December of last year
was the lowest since February 1970. Another measure of available
workers is the sum of those who are looking for work (the official defi-
nition of unemployment) and those who would accept a job but have
not been looking (so-called marginally attached workers, which include
discouraged workers). In 1998 this combined group accounted for only
5.4 percent of the civilian labor force plus marginally attached work-
ers, down from 5.9 percent in 1997 and 7.4 percent in 1994. The labor
force participation rate—the percentage of the population over age 16
that is either employed or looking for work—Ileveled off in 1998 at 67.1
percent, after trending up between 1995 and 1997. The upward trend
resulted from a marked increase in labor force participation by adult
women and a respite from the previous slide in participation among
adult men. In 1998 the participation rate for women was just below 60
percent, and that for men was almost 75 percent. The employment-to-
population ratio—the proportion of the civilian population age 16 and
older with jobs—averaged a record 64.1 percent last year.

Productivity and Compensation

Labor productivity in the nonfarm business sector increased by
about 2.1 percent on an annual basis during the first three quarters of
1998, somewhat above the 1.7 percent gain of 1997. Measured produc-
tivity has risen much faster over the past 3 years than it did between
the business-cycle peaks of 1973 and 1990, but much of the measured
surge may be attributable to methodological changes and to output
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growth that was above the economy’s long-run potential. (Recent
developments in productivity are discussed at greater length below.)

Compensation rose significantly during 1998. The employment cost
index (ECI, a measure of wages, salaries, and employer costs for
employee benefits) for workers in private industry moved up 3.6 per-
cent (annualized) during the first three quarters of the year (according
to the latest available data), continuing its acceleration of the previous
several years. Wages and salaries increased 4.1 percent at an annual
rate, while benefits climbed 2.4 percent. For the 12-month period end-
ing in September 1998, compensation growth in construction and man-
ufacturing was quite close to that during the previous 12-month peri-
od, but compensation growth in the service-producing industries
picked up sharply. The acceleration in compensation was especially
pronounced in the finance, insurance, and real estate sector, likely
reflecting bonuses and commissions associated with higher volumes of
stock trading, mortgage refinancing, and other financial sector activity.

Other measures of compensation also showed substantial gains dur-
ing 1998. For example, average hourly earnings increased 3.8 percent
over the year. Unlike the ECI, this series excludes benefits and covers
only production and nonsupervisory workers, among other differences.

Because consumer prices increased so little during 1998, these nom-
inal compensation gains translated into appreciable advances in real
compensation. The increase in the ECI less the increase in the con-
sumer price index (CPI) was 2.1 percent during the first three quarters
of 1998, compared with the solid 1.7 percent gain during 1997. The
increase in real average hourly earnings during the year was 2.4 per-
cent, slightly above the 1997 growth rate, which was the fastest in
more than two decades.

Prices

Inflation fell again in 1998 from its already subdued 1997 pace. The
CPI increased by only 1.6 percent last year, just below its 1.7 percent
rise during 1997 and well below its 3.3 percent rise during 1996. The
chain-weighted price indexes for GDP and PCE both edged up less
than 1 percent on an annualized basis during the first three quarters
of 1998, well below their increases during the previous several years.
The CPI rose at its slowest rate since 1986 and its second-slowest since
1964; the GDP price index rose at its slowest rate since 1961.

Much of the 1998 decline in inflation can be attributed to a significant
slide in crude oil prices. Weak demand for oil in Asia together with plen-
tiful worldwide supply helped push down CPI energy prices by almost 9
percent for the year as a whole. The so-called core CPI, which excludes
the volatile food and energy components of the broader index, increased
2.4 percent during 1998, a little above the previous year’s mark of 2.2
percent. However, in January 1998 certain methodological adjustments
were made to the way the CPI is calculated; otherwise the core CPI
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probably would have increased by about 2.6 percent last year, almost %
percentage point faster than during 1997. On the other hand, core
prices as measured by the chain-weighted price index for PCE excluding
food and energy decelerated during 1998; this index increased by only
1.2 percent at an annual rate in the first three quarters of the year, com-
pared with a 1.6 percent rise during 1997. The CPI and PCE price
indexes differ in both coverage and methodology (as discussed later in
this chapter). But by either measure, core inflation has dropped, on net,
over the past several years. Indeed, core inflation has been lower during
the past few years than at any time since the mid-1960s.

Several factors have helped to hold down core inflation despite the
strong growth of aggregate demand and very tight labor markets. (The
forecast section of this chapter further explores the reasons for recent
low inflation.) Part of the reason why wage increases have not put
more pressure on prices has been rapid productivity growth. In addi-
tion, corporate profits stand at roughly their largest share of national
income during the past 30 years, and some wage increases have been
offset by reduced profit growth of late. Another important contribution
to low inflation has been declining prices of nonoil imports, as excess
capacity in Asia and depreciating foreign currencies have encouraged
foreign producers to reduce the dollar prices of their goods. Beyond
their direct impact on the prices paid for imports, these overseas devel-
opments have discouraged domestic producers from raising their
prices as much as they might have otherwise. Inflation has probably
also been restrained by the strong increase in industrial capacity in the
United States during this expansion. Although the unemployment rate
was at a 29-year low in 1998, the average rate of capacity utilization in
industry during the year was about equal to its long-term average.

Low inflation readings in 1998 were reinforced by a continued slide
in expected inflation. Actual inflation depends on expectations of infla-
tion, because the wage and price increases sought by workers and
firms are influenced by the prices they expect to pay for other goods.
According to the University of Michigan’s survey of households, the
median expectation for annual inflation over the next 5 to 10 years was
about 2.8 percent in the fourth quarter of 1998, slightly below the late-
1997 figure of 3.1 percent and well below the 3.6 percent reading of 6
years ago. Long-term inflation expectations of professional forecasters
are even lower, according to the survey conducted by the Federal
Reserve Bank of Philadelphia, but have fallen by a similar amount in
recent years.

FINANCIAL MARKETS
Through much of the current expansion, falling interest rates and

rising equity prices have provided important support to real economic
activity. Indeed, the disruptions to foreign financial markets and
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institutions that began in 1997 initially improved financial conditions
in the United States, as shifting portfolio preferences helped to further
reduce U.S. interest rates and boost U.S. equity prices. The resulting
strength in domestic consumption and investment offset at least some
of the dampening effect of the drop in net exports. However, the wors-
ening of international conditions in the summer of 1998 changed the
domestic financial situation dramatically. An intensified “flight to qual-
ity” by lenders and investors restricted businesses’ access to credit and
raised the average cost of their borrowing. But by the end of the year a
significant easing of monetary policy and somewhat greater confidence
in the international economic outlook had produced a substantial
improvement in financial conditions.

THE EFFECT OF RISK ON INTEREST RATES AND
EQUITY PRICES

Many of the developments in financial markets over the past sever-
al years have been linked to changing perceptions of risk. Therefore, to
understand these developments, one must begin with the basic rela-
tionships among risk, interest rates, and equity prices. All ownership
of financial assets involves risk, and because people generally want to
minimize the uncertainty they face, they will hold riskier assets only if
those assets pay higher expected returns. As a result, changes in
perceived risk require adjustments in expected returns.

Consider debt securities, such as bonds. All bonds are subject to mar-
ket risk, or the possibility that current yields, and therefore prices, will
change to reflect changes in market conditions. Because bondholders
generally receive fixed payments, increases in prevailing interest rates
reduce, and decreases raise, the value of outstanding bonds. Most
bonds are also subject to credit risk, or the possibility that the issuer
will default on the bond’s interest payments or on repayment of the
bond’'s face value. Commercial paper—short-term debt securities
issued by corporations—also has credit risk, but because of its short
maturity it faces little market risk. Bank loans often have repayment
terms similar to those of bonds, and therefore banks face both market
risk and credit risk on their loans.

U.S. Treasury securities have essentially no credit risk, because
people believe that the Federal Government will always meet its
legal obligations. All private debt securities do have credit risk, and
therefore the yields on those securities exceed the “risk-free” yield
on Treasury debt. Private credit rating agencies assess the likeli-
hood of default by private borrowers. Higher rated debt is deemed
“investment-grade,” whereas lower rated debt is called “specula-
tive,” “high-yield,” or “junk.” Changes in perceived riskiness affect
the spreads between yields on these private debt issues and the
risk-free Treasury yield.
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Equities clearly involve risk as well. A simple model of equity pricing
sets the price of a share of stock equal to the present discounted value
of future dividends payable on that share. One risk facing equityhold-
ers, therefore, is that of changes in a company’s dividends, which are
often related to sustained changes in its earnings. Decreases in expect-
ed earnings growth reduce a stock’s price-earnings ratio, or the price of
a share as a multiple of the company’s current earnings. Another risk
for equityholders is that of changes in the discount rate that investors
apply to future earnings. One can view the discount rate as the sum of
the risk-free interest rate and a risk premium; increases in either com-
ponent reduce the price of a share and thus the price-earnings ratio.

The average return to owning equity has exceeded the average
return to owning debt securities over most long historical periods in
the United States. Between 1946 and 1995, for example, the extra
return from holding a portfolio of shares that matches the Standard &
Poor’s (S&P) 500 composite index (an index of share prices of 500
large, publicly traded U.S. firms) instead of a portfolio of Treasury bills
averaged almost 7 percent per year. Because equity returns are more
variable than bond returns, it is not surprising that equity returns are
generally higher. But the difference in returns—the equity premium—
has been larger on average than can be explained by stocks’ greater
riskiness and economists’ traditional assumptions about investor
behavior. The explanation for its size remains something of a mystery.

CHANGING RISK PERCEPTIONS AND FINANCIAL
MARKET DEVELOPMENTS

The behavior of debt and equity markets during much of the current
expansion suggests a substantial fall in the perceived riskiness of U.S.
financial assets. Although this apparent trend in risk perceptions abat-
ed in the summer of 1997, when financial crises enveloped several East
Asian economies, it did not reverse in significant measure until the
late summer and fall of 1998, when risk premiums increased at an
alarming rate. By the end of the year, risk premiums were declining
again but remained much higher than when the year began.

Setting the Stage: The Reduction in Perceived Risk Prior to
Mid-1997

In early 1997 both debt and equity markets reflected a significant
relaxation in investors’ concern about the riskiness of financial assets
over the previous several years. Comparing instruments of similar
maturity, the spread between the average yield on Baa-rated corporate
bonds (Baa is the rating of the median corporate bond in terms of out-
standing volume) and the 30-year Treasury yield was little changed
between the first half of 1993 and the first half of 1997. However, the
spread between the yield on high-yield bonds and the 10-year Treasury
yield fell by about 13 percentage points between those two periods,
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and spreads between bank loan rates and the Federal funds rate
dropped as well. Equities also may have benefited from lower risk pre-
miums, as a tremendous bull market raised price-earnings ratios
appreciably between late 1994 and early 1997. However, isolating the
effect of changes in risk perceptions on equity prices during this period
is difficult, because a surge in stock analysts’ forecasts of earnings
growth probably also contributed to the price rise.

The observed reduction in risk premiums could have been caused by
either an increased willingness to bear risk or a reduction in the
amount of perceived risk. Because preferences toward risk probably
adjust slowly, the latter explanation is much more likely. But why did
risk perceptions change in this way? One possibility was growing spec-
ulation that the U.S. economy had entered a “new era,” in which faster
trend growth of real output, lower inflation, and business cycles of
smaller amplitude or less frequency would be the norm. Another possi-
bility was a strengthening belief that countries around the world
would continue to move toward capitalism. Such a move might reduce
the riskiness of certain investments in the United States, by improving
access to overseas markets or limiting the danger of international con-
flict. The spread of capitalism might also raise the expected return to
investments in developing countries; indeed, Table 6-1 and Chart 6-1
in Chapter 6 document a substantial increase in the flow of funds to
developing countries before 1997.

A Flight to Quality

In the summer of 1997 perceptions of risk began to change. As
emerging market economies in East Asia faltered, investors’ desired
portfolios shifted toward U.S. assets. The actual quantities of domestic
and foreign assets in their portfolios adjusted slowly, because many
commitments are long term, and in any case, international capital
flows must be balanced by trade in goods and services and investment
income in any given year. However, asset prices adjusted quickly, with
yields and exchange rates moving to dampen potential capital flows.
Increased demand for U.S. assets, combined with an improving Feder-
al budget outlook and downward revisions to expected inflation,
pushed U.S. interest rates down between mid-1997 and mid-1998. In
choosing among domestic assets, investors became a little more cau-
tious, but the widening of risk spreads was generally quite limited.

Equity prices were little changed, on balance, during the second half
of 1997 but surged again during 1998. The S&P 500 jumped 22 percent
between the beginning of 1998 and mid-July, and the NASDAQ com-
posite (an index of over-the-counter stocks, including those of many
startup and high-technology companies) rose 28 percent. Many stock
valuation measures moved further beyond their historical ranges. For
example, the ratio of stock price to lagging four-quarter earnings for
the S&P 500 reached almost 29 at the end of the second quarter, the
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highest level in at least 40 years and almost double its average value
since 1956. Nor did low interest rates on risk-free securities fully
explain this phenomenon. The gap between the earnings-price ratio
(the inverse of the price-earnings ratio) and the real 10-year Treasury
yield—the latter measured by the difference between the nominal 10-
year rate and long-term inflation expectations in the Philadelphia
Federal Reserve’s survey of professional forecasters—was among the
smallest in many years.

The extraordinary valuation of equities may have been partly attrib-
utable to stock analysts’ expectations of very fast earnings growth.
However, some market observers worried that these expectations were
unrealistic: national income had been rising more rapidly than many
economists believed was sustainable, and corporate profits already
represented a larger share of national income than usual. Indeed,
accelerating compensation of workers left profits in the third quarter of
1998 (the latest available data) slightly below their year-earlier level.

Stresses in U.S. Financial Markets

The flight to quality intensified dramatically during the late summer
and fall of last year. The effective default on Russian government debt
in August made clear that the dangers of financial turmoil—and the
limited ability of international efforts to control that turmoil—were not
confined to East Asia. In particular, the Russian debacle heightened
fears of large-scale capital outflows from Latin America, where some
economies were, like Russia, facing large fiscal deficits. The resulting
uncertainty about future economic and financial conditions around the
world caused a sudden, stunning shift in desired portfolios toward
safer assets.

Between the end of July and mid-October, Treasury yields dropped
sharply and risk premiums on private debt spiked upward (Charts 2-
4 and 2-5). The spread between the yield on Baa-rated bonds and the
30-year Treasury yield rose almost 80 basis points, roughly matching
its peak during the 1990-91 recession. The spread between the yield
on high-yield bonds and the 10-year Treasury yield nearly doubled,
moving from 3.7 percent on July 31 to 6.6 percent on October 14.
Wider risk spreads were apparent in the market for short-term debt
as well, with the difference between the average 3-month AA-rated
nonfinancial commercial paper yield and the 90-day Treasury yield
rising from 53 to 118 basis points. The increase in investment-grade
bond spreads was more a reflection of falling Treasury yields than ris-
ing investment-grade yields (in fact, the latter were little changed on
net), but businesses with lower credit ratings faced substantially
higher costs of borrowing.

Part of the widening of spreads reflected greater concerns about
credit quality in an economy that appeared to be facing an increasing
risk of a sharp slowdown. Another part of the widening can probably be
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Chart 2-4 Yields on Treasury Securities
Long- and intermediate-term Treasury yields declined in 1997 and then fell in the
summer and fall of 1998. Short-term yields also fell sharply in the second half of 1998.
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Chart 2-5 Risk Spreads

Yield spreads between private securities and Treasury securities increased
dramatically in the summer and fall of 1998.
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attributed to the lesser liquidity of private issues at a time when
heightened uncertainty created larger liquidity premiums; we return
to this issue shortly. In addition, less risk-averse investors (such as
hedge funds, discussed later in this chapter) faced more cautious
lenders during this period, which reduced their ability to purchase
riskier or less liquid securities.

Market conditions also worsened along several other dimensions.
Issuance of new debt dropped precipitously, with public offerings of
nonfinancial corporate bonds falling roughly by half between July and
September. In the high-yield sector, issuance virtually ceased in
August and September. Dealers were reluctant to manage new offer-
ings into the fall, probably because of the heightened uncertainty in
financial markets and greater difficulty in placing new securities.
Some firms substituted bank loans for financing in the securities mar-
ket, and business lending by banks boomed. However, banks were not
immune to the rising economic uncertainty, and they tightened their
business loan standards and terms.

A further worrisome development was the increasing illiquidity of
debt markets, especially after mid-September. Bid-ask spreads
widened substantially, and dealers were less willing to enter into
large transactions at posted rates. The price of liquidity climbed, too.
So-called on-the-run Treasury securities are the most recently issued
of a given maturity, and they are traded much more actively than off-
the-run securities. Because of this greater liquidity, on-the-run issues
usually offer yields that are a few basis points below off-the-run yields
of similar maturity, but this gap widened considerably for 30-year
bonds in late September. In addition, the yield spread between the
Treasury’'s on-the-run conventional debt and its less liquid inflation-
indexed debt fell much more sharply during this period than did
survey measures of inflation.

Equity prices slumped as well. Between July 17 and August 31, both
the S&P 500 and the NASDAQ lost about one-fifth of their value,
falling a little below their levels at the beginning of the year. The Rus-
sell 2000 index of small-capitalization stocks had lagged behind other
major indexes since the spring, and by the end of August it stood near-
ly 23 percent below its value at the beginning of the year. Equity
issuance by nonfinancial corporations declined sharply in late summer
as well.

These gyrations in financial markets took a toll on financial institu-
tions. Share prices of money-center banks (which include some of the
largest commercial banks) and investment banks fell much more
sharply than the broad equity indexes, in the face of rising concern
about exposure to emerging markets, the quality of loan portfolios, and
possible losses from securities trading activities. Nevertheless, the
underlying strength of the commercial banking system—which
enjoyed generally high profits, low delinquency and charge-off rates,

61



and ample capital—may have helped contain the financial market
deterioration. However, several hedge funds lost large sums of money,
and one very large fund narrowly averted default (as discussed in the
next section).

All of these developments raised fears of a credit crunch that could
have significantly limited firms’ access to external financing and there-
by slowed capital investment and GDP growth. (Household borrowing
did not appear to be hampered by market conditions, as mortgage
rates declined and banks reported no change in terms or standards on
consumer loans.) As already noted, the FOMC cut the Federal funds
rate by % percentage point at the end of September, but market partic-
ipants’ desire for safety and liquidity showed no sign of diminishing. In
response, the FOMC cut the funds rate by a further % point in mid-
October, explaining that “growing caution by lenders and unsettled
conditions in financial markets more generally are likely to be
restraining aggregate demand in the future.” The October drop in the
funds rate was the first policy change between regularly scheduled
FOMC meetings since 1994, suggesting to market participants that
the Federal Reserve had taken an aggressive easing posture.

Calm Restored

After this second rate cut, the stresses in financial markets began to
abate. Risk and liquidity premiums fell back a little, and debt issuance
picked up in both the investment-grade and the high-yield sectors. The
FOMC made a third %-point cut in the Federal funds rate at its
November meeting, noting that, despite an improving situation in
financial markets, “unusual strains” were still present.

Financial market conditions stabilized further during the remainder
of the year, and growth in bank loans eased as borrowers returned to
the capital markets. Nevertheless, risk spreads remained significantly
wider than when the year began, and Treasury yields stayed low. The
yield on Baa-rated corporate debt was little changed in 1998, but that
on high-yield debt increased by about 1% percentage points. Banks
reported a further tightening of loan terms and standards in Novem-
ber, but average interest rates on their commercial and industrial
loans were lower in late 1998 than in late 1997.

Equity markets were little changed, on net, between the end of
August and early October, but from there they climbed rapidly to new
highs (Chart 2-6). Between October 8 and year’s end, the S&P 500
gained 28 percent and the NASDAQ 55 percent. For the year as a
whole the S&P 500 and the NASDAQ were up 27 and 40 percent,
respectively, but the Russell 2000 lost 3 percent. The Wilshire 5000,
the broadest index of U.S. equity prices, finished 1998 roughly 22 per-
cent above its value at the end of 1997, achieving its fourth consecutive
year of double-digit increases.
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Chart 2-6 Equity Prices in 1998
Stock markets rose strongly in the first half of 1998, fell sharply between mid-July
and the end of August, and surged again after early October.
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The striking changes in financial market conditions over the past
year and a half had—and will continue to have—important effects on
real economic activity in the United States. Before discussing these
effects, however, it is worth examining in greater detail one type of
financial institution that was hit especially hard by the turmoil of last
year.

NEW CONCERNS ABOUT HEDGE FUNDS

In late September a group of large financial institutions urgently
invested $3.5 billion in Long-Term Capital Management (LTCM), a
prominent hedge fund, to prevent its imminent collapse. Representa-
tives of these firms—which were already LTCM'’s principal creditors—
had been encouraged to undertake the rescue by the Federal Reserve
Bank of New York, which feared that a sudden failure of the fund could
significantly disrupt financial markets. The New York Federal Reserve
Bank did not set the terms of the rescue or invest public money. Nev-
ertheless, the episode prompted serious questions about the economic
effects of hedge funds and appropriate public policy toward them.

What Are Hedge Funds?

The label “hedge fund” is usually applied to investment companies
that are unregulated because they restrict participation to a relatively
small number of wealthy investors. No precise figures are available,
but the amount invested in hedge funds as of mid-1998 appears to
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have been around $300 billion. Hedge funds follow a variety of invest-
ment strategies, but they often make combinations of transactions
with various counterparties designed to focus their risk exposure on
certain specific outcomes. (Derivative instruments, such as futures
and options, can be an efficient way to structure these transactions,
but are not the only way.) For example, if a fund expects the yield
spread between mortgage-backed securities and U.S. Treasuries to
decline, it can buy the former and sell the latter short (which means
selling securities that the fund has borrowed but does not own). Iden-
tical movements in the yields of the two types of securities will be a
wash for the fund, but a narrowing of the yield spread will make it a
profit by increasing the value of the mortgage-backed securities rela-
tive to the Treasuries. Of course, this focusing of risk does not elimi-
nate risk, as an unexpected widening of the spread will create a loss for
the fund.

Hedge funds can play a useful economic role by bearing risk that
would otherwise be borne by more risk-averse businesses and individ-
uals. Hedge funds can also reduce inefficiencies in asset pricing by
exploiting discrepancies in prices relative to economic fundamentals or
historical norms. Their activity causes these discrepancies to narrow,
increasing liquidity by ensuring that other market participants can
buy and sell securities at consistent prices.

LTCM had made a variety of investments all over the world, focused
primarily on the expectation that various financial market spreads
and volatilities would converge to their historical norms. Instead, the
flight to quality in 1998 increased volatility and sharply widened risk
and liquidity spreads in many markets simultaneously, causing many
of LTCM's bets to lose money. Compounding these bad outcomes was
the huge amount of borrowing that LTCM had used to finance its
transactions; through this heavy leveraging of its equity capital, the
fund had raised its return when its investment decisions were correct,
but had also reduced its margin for error. Before its final crisis, LTCM
had only $4 billion or so of equity capital, but over $100 billion in
assets and sizable positions in futures contracts, forward contracts,
options, and swaps.

If LTCM had defaulted, its creditors and counterparties could and
probably would have tried to cover their losses by selling the collateral
LTCM had pledged to them. The counterparties would also have tried
to rehedge newly exposed positions, which would have put additional
strains on markets at a time when risk and liquidity premiums were
already rising sharply. Because many of LTCM'’s investment positions
were quite specialized, or were large relative to the markets in which
they traded, rapid liquidation and rehedging by counterparties would
probably have caused big swings in some market prices. The New York
Federal Reserve Bank was especially concerned not about the direct
losses that creditors and counterparties would have incurred, but
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about the potential impact of large price movements on other invest-
ments by these firms and on the investments of the many individuals
and institutions not associated with LTCM.

By investing several billion dollars of new capital in LTCM, its prin-
cipal creditors and counterparties prevented the firm's immediate
default. These firms probably saved money as a result, because
unwinding LTCM'’s portfolio gradually was expected to be much less
disruptive to markets and prices than a sudden liquidation.

Regulation of Hedge Funds

The near collapse of LTCM raised questions about the proper regu-
latory stance toward hedge funds and other institutions that actively
trade securities and derivative instruments. Currently, hedge funds
face far less regulatory scrutiny than do many other financial institu-
tions. No government agency is charged with their direct supervision.
For example, hedge funds are exempt from the Investment Company
Act of 1940 (which provides for regulation of mutual funds) because of
their restrictions on participation. However, hedge funds’ creditors and
counterparties provide some degree of “market regulation” by evaluat-
ing the funds’ collateral, investment positions, and equity capital
before doing business with them. The care exercised by these creditors
and counterparties is, in turn, monitored to some extent by the gov-
ernment regulators of those institutions. These regulators include the
Federal Reserve Board and the Office of the Comptroller of the Cur-
rency (OCC) for banks, the Securities and Exchange Commission
(SEC) for broker-dealers, and the Commodity Futures Trading
Commission (CFTC) for futures commission merchants.

Of course, lending institutions’ techniques for managing their credit
risks are not perfect, and market regulation cannot prevent all prob-
lems arising from hedge funds. Moreover, some financial firms that are
likewise largely unregulated, such as certain broker-dealer affiliates,
also engage in leveraged trading strategies. Following the near col-
lapse of LTCM, the Secretary of the Treasury called on the President’s
Working Group on Financial Markets, which he chairs, to study the
implications of the operations of firms such as LTCM and their rela-
tionships with their creditors. (This working group was established by
executive order in 1988. Its members are the Secretary of the Treasury,
the Chairman of the Board of Governors of the Federal Reserve Sys-
tem, the Chairman of the SEC, and the Chairperson of the CFTC.
Additional participants are the Federal Deposit Insurance Corpora-
tion, the Office of Thrift Supervision, the New York Federal Reserve
Bank, the OCC, the National Economic Council, and the Council of
Economic Advisers.)

Should there be more government regulation of hedge funds and
other highly leveraged financial institutions? One justification for reg-
ulating financial institutions generally is to reduce systemic risk—the
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chance of a general breakdown in the functioning of financial markets.
This risk arises largely from the asymmetry of information that is
intrinsic to capital markets. Because market participants have diffi-
culty judging the financial health of institutions, they cannot fully
understand the risk of their investments. Moreover, bad news about
one firm can have a contagion effect on others, reducing their access to
capital as well. This spillover effect may have been exacerbated by
financial innovation, which has linked the fortunes of financial insti-
tutions in ever more complex and subtle ways. Further, when financial
institutions fail, asset prices in illiquid markets may overshoot their
long-run values.

But even if market participants had better information and more
fully understood the risks of their investments, they might take more
risk than is socially desirable. Of course, every firm has an incentive
to restrain its risk taking in order to protect its capital, and firm man-
agers have an incentive to protect their own investments in the firm.
However, no firm has an incentive to limit its risk taking in order to
reduce the danger of contagion for other firms. In addition, some
firms take more risk because of deposit insurance, which makes it
easier for banks to attract depositors without having to demonstrate
financial soundness. Some very large firms may take additional risk
because they believe that the government views them as “too big to
fail” and would step in to prevent their collapse.

The collapse of LTCM might have posed a larger systemic risk than
the collapse of almost any other hedge fund at almost any other time.
Few institutions are as large or as leveraged as LTCM was, and the
market strains that its default would have provoked would have been
especially severe during the extreme worldwide flight to quality and
liquidity that occurred last fall. One can argue that the risk man-
agement practices of both hedge funds themselves and the firms
with which they deal should give more weight to the likelihood of
such unusual events, and indeed the experience of 1998 may have
chastened financial institutions in this regard.

Despite the risks just described, determining the appropriateness of
government regulation of hedge funds and other leveraged institutions
is not straightforward. The study by the President’s working group,
expected to be completed early this year, will address a number of pos-
sible regulatory issues, including disclosure and leverage. With respect
to disclosure, it appears that LTCM's creditors lent to the fund on the
basis of insufficient information, or failed to analyze adequately the
information they had. Market participants now appear to be demand-
ing more disclosure from hedge funds, which is a positive development.
The working group is exploring whether the government should
require additional disclosure to counterparties, creditors, investors,
regulators, or the public.
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With respect to leverage, the degree of LTCM's leverage caused the
risks in its portfolio to be transmitted more rapidly to other market
participants. Creditors to hedge funds now appear to be reducing the
amount of leverage they are willing to provide, which is another posi-
tive development. In addition, bank regulators can employ their exist-
ing regulatory tools to induce banks to make more prudent decisions.
The working group is evaluating whether the government should do
more to discourage excessive leverage, and if so, what specific steps
might be appropriate.

FINANCIAL MARKET INFLUENCES ON SPENDING

The financial market developments described in this section have
had a significant impact on household and business spending. This
impact has been felt through several channels, including wealth
effects, effects on interest rates, and effects on the availability of
credit to businesses.

Wealth and Consumption

An increase in a person’s net worth raises the amount that he or she
can consume, either today or in the future. Statistical evidence sug-
gests that consumer spending has tended to rise or fall by roughly 2 to
4 cents per year for every dollar that stock market wealth rises or falls.
This wealth effect usually occurs over several years, but much of the
adjustment is seen within 1 year. The effect might be larger today than
in the past because more Americans own stocks: the Survey of
Consumer Finances shows that 41 percent of U.S. families owned
stocks directly or indirectly in 1995, compared with 32 percent in 1989.
However, there is little direct evidence on this point.

The dramatic increase in stock prices over the past few years has
provided a significant impetus to consumer spending. Applying the
historical relationship cited above to the change in total household
wealth (which includes other assets and liabilities as well as stocks),
one could conclude that rising wealth boosted consumption growth by
nearly a percentage point during 1998, after a similar increase during
1997. Robust spending has, in turn, led to a dramatic decline in
households’ saving out of income from current production, with the
personal saving rate falling to a historical low of 0.2 percent in the
third quarter of last year. (Net private saving, which combines per-
sonal saving and undistributed corporate profits, has also declined as
a share of national income during the past few years, but less sharply
than has personal saving.)

The sharp decline in household saving in recent years became more
apparent after the annual revision of the national income and product
accounts in July 1998. Prior to the revision, capital gains distributions
by mutual funds had been included in personal income (just as inter-
est payments are), which bolstered measured personal saving. But
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these distributions do not represent income from current production,
and the revised data correctly exclude them from income. The revision
lowered the measured personal saving rate, and by a greater amount
in more recent years because capital gains distributions by mutual
funds were greater. However, the revision had no effect on private
saving, because the markdown of personal saving was automatically
offset by an increase in the measured undistributed profits of the
mutual fund industry.

Interest Rates and Consumption

Changes in interest rates affect household spending through various
channels. Consider a decline in rates. This tends to boost the value of
stocks and bonds, which has a wealth effect on consumption as dis-
cussed above. In addition, lower rates encourage spending on houses,
automobiles, and other durable goods often bought on credit, while
reducing the return on new saving. Moreover, a decline in interest
rates augments homeowners’ cash flow by reducing payments on
adjustable rate mortgages and spurring mortgage refinancing. At the
same time, however, lower interest rates work to reduce spending in
several ways. Household cash flow is diminished by a drop in interest
income, and people who are saving to reach a target level of wealth
need to save more to reach that target. On balance, lower rates proba-
bly stimulate household spending, and higher rates probably dampen
it, but the magnitude of these effects is unclear.

Nominal interest rates on Treasury securities reached unusually low
levels last year. For example, for the year as a whole, the average
10-year Treasury yield was the lowest since 1967, and at the peak of
the financial market stress in early October the 10-year yield touched
its lowest value since 1964. Real Treasury yields (as measured by the
difference between nominal yields and survey measures of inflation
expectations) were also low, although less exceptionally so. Interest
rates facing household borrowers did not fall as sharply as did Trea-
sury rates last year; for example, interest rates on consumer loans
from commercial banks were only slightly lower in 1998 than in 1997,
and credit card rates were roughly unchanged. But rates on fixed rate
mortgages averaged more than % percentage point lower in 1998 than
in 1997.

Financial Conditions and Business Investment

For several years through mid-1998, businesses enjoyed ready
access to external funding on favorable terms. This circumstance was
one of the factors encouraging the brisk pace of capital investment, as
reported in the following section. Last year’s sudden flight to quality
changed this situation abruptly, raising borrowing costs for some busi-
nesses and limiting others’ ability to borrow. However, one should not
overstate the impact of these developments on economic activity. As
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noted earlier, investment-grade borrowers faced essentially the same
cost of long-term debt capital at the end of 1998 as at the beginning,
although riskier borrowers saw their borrowing costs rise. Financial
markets and institutions continued to funnel substantial funds to busi-
nesses. Moreover, most businesses do not face an overwhelming bur-
den of servicing existing debt. The aggregate debt-service burden for
nonfinancial corporations—measured as the ratio of net interest pay-
ments to cash flow—fell roughly by half between 1990 and 1996 and
then slipped a little further in the following 2 years.

THE INVESTMENT BOOM

Business investment in plant and equipment has grown remarkably
rapidly during the 1990s. Chart 2-7 shows that real business fixed
investment has contributed about one-quarter of real GDP growth
during this expansion, compared with an average of roughly 15 percent
during previous expansions since World War 1. Outlays for producers’

Chart 2-7 Contribution of Investment to Overall GDP Growth

Total business fixed investment has accounted for a much larger share of real GDP
growth in this expansion than in previous ones, due entirely to equipment investment.
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Sources: Department of Commerce (Bureau of Economic Analysis) and National Bureau of Economic
Research.

durable equipment have been especially strong, increasing at an aver-
age annual rate of more than 10 percent in real terms and contributing
more than twice as large a share of GDP growth as during previous
expansions. In contrast, real investment in nonresidential structures
has barely changed, on net, contributing almost nothing to output
growth during this period.
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CAUSES OF THE BOOM

The pace of investment depends on decisions made by myriad indi-
vidual firms, each reacting to a variety of forces. Still, one can identify
at least four general factors that have contributed to the recent surge
in investment.

Rapid Output Growth

One key factor is the rapid growth of output during the past several
years. In a simple model, a firm’'s desired capital stock depends on its
expected sales, as well as on the cost of capital and other factors. An
increase in expected sales induces an increase in desired capital, which
requires investment. The level of investment thus depends on the
change in sales; if one views sales as the rate at which firms are dis-
tributing their products, the change in sales is an acceleration of that
rate, and this sort of model is therefore called an “accelerator model.”

A pure accelerator model expresses aggregate investment only as a
function of output growth, typically with several lags built in to cap-
ture both a gradual adjustment of sales expectations and a gradual
adjustment of the capital stock to its desired level. The capital stock
adjusts gradually because firms often choose to install new capital
slowly, in order to reduce the cost of installation. Research using more
elaborate accelerator models shows that they can explain a large share
of the variation in equipment investment over the past several
decades, and a smaller share of the variation in building of nonresi-
dential structures. Of course, the observed correlation between output
growth and investment reflects not only the influence of the former on
the latter but also the reverse: strong investment also boosts output.
Nevertheless, strong demand outside of the investment sector in recent
years has clearly helped to boost investment demand through this
accelerator effect.

Robust Profits

A second factor underlying strong investment has been robust cor-
porate profits. Although profit growth waned in 1998, economic profits
(defined as book profits adjusted for changes in inventory valuation
and for capital consumption) represented almost 12 percent of nation-
al income in the first three quarters of 1998, well above the 1980s peak
of about 9 percent. (Profits peaked at over 14 percent of national
income in the 1960s.) The increasing share of profits in national
income over the past 5 years is mirrored by a declining share of net
interest payments (Chart 2-8); the sum of these components now rep-
resents roughly the same portion of national income as during the
1980s. Thus, much of the runup in profits has been simply a shift in
capital income from debtholders to equityholders. After-tax profits—
which represent the funds available for payments to stockholders and
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Chart 2-8 Corporate Profits and Net Interest Payments

The corporate profit share of national income has risen recently while the net interest
share has fallen. The sum of these pieces of capital income has varied less.
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for investment—have also made up an unusually large share of national
income in recent years.

Profits can affect investment in two ways. First, high returns to
existing capital may help persuade firms that the return to new capital
investment will be high as well. Second, high profits allow firms to pur-
chase capital using internally generated funds, which are generally
less expensive to the firm than external funds (the proceeds of borrow-
ing or the sale of shares). This difference in cost arises because lenders
know less about a firm’'s investment projects and financial condition
than the firm itself does. Their informational disadvantage creates so-
called agency problems, which include both moral hazard (firms may
alter their behavior in ways that raise their lenders’ risk without the
lenders’ knowledge or acquiescence) and adverse selection (firms that
seek external funds will tend to be those with riskier projects). Thus,
the information asymmetry between firms and potential lenders raises
the cost—and sometimes restricts the quantity—of funds raised in
financial markets.

Plentiful External Capital

A third reason for the impressive recent pace of investment has been
the ready availability of external funding. In particular, the dramatic
reduction in Federal Government borrowing has left more resources
available for private use. The domestic source of new loanable funds in
the economy is national saving, which equals saving by the Federal
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Government plus saving by households, businesses (in the form of
undistributed after-tax profits), and State and local governments.
Since 1992, net private and State and local government saving has
declined slightly as a share of GDP, but the surge in Federal receipts
relative to expenditures has more than offset that dip (Chart 2-9). Over
this period, net national saving has more than doubled as a share of
GDP, rising from 3 percent to 6% percent—its highest level since 1984.
(Net saving equals gross saving less the consumption of fixed capital.)

Chart 2-9 Net National Saving and Its Components
Net national saving has increased substantially since 1992, owing entirely to an
increase in saving by the Federal Government.
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An alternative approach to evaluating the availability of external
funding is to focus on the price or cost of those funds—the interest
rate—rather than the quantity. Both price and quantity depend on
business investment decisions. A high level of desired investment cre-
ates strong demand for loanable funds, pushing up their cost and per-
haps increasing the quantity of funds supplied by savers. Therefore, if
saving and desired investment for any given interest rate both
increase, the equilibrium interest rate can either rise or fall. This
ambiguity makes movements in the cost of borrowed funds an unreli-
able indicator of shifts in the supply of funds. As already noted, how-
ever, the increase in the supply of loanable funds during the past sev-
eral years came entirely from a reduction in government dissaving,
which is largely independent of investment demand. (It is not entirely
independent because part of the improvement in government finances
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is attributable to the strong economy, which in turn is due partly to
strong investment.)

In addition to national saving, another source of funds for invest-
ment is capital inflows from abroad. In the national income and prod-
uct accounts, domestic investment equals national saving (plus a sta-
tistical discrepancy) less net foreign investment, which is the amount
that domestic residents are lending abroad less the amount that for-
eigners are lending to us. Net foreign investment has been significant-
ly negative on average during this decade (that is, foreigners have been
investing more capital in the U.S. economy than Americans have been
investing abroad), as it was during the 1980s, providing additional
resources for domestic investment. As with private domestic saving,
however, the net capital inflow depends partly on the demand for
investment funds, so it cannot be considered an independent cause of
strong investment.

Falling Computer Prices

A fourth factor spurring investment during the past several years
has been a remarkable drop in the price of computers. (Prices have
also fallen for some other capital goods, although less dramatically.)
Continued technological advances pushed down the chain-weighted
price index for business computers and peripheral equipment by
about 30 percent at an annual rate during the first three quarters of
1998, following declines of around 25 percent during both 1996 and
1997. The combination of falling prices, new products, more innova-
tive applications of existing technology, and concerns about the year
2000 problem (discussed later in this chapter) has sharply boosted
outlays in this area. Between the end of 1995 and the third quarter of
1998, nominal computer spending increased roughly 30 percent, and
real computer spending tripled. Nominal computer spending is now
roughly twice what it was at the end of the 1980s, and real computer
spending is about 12 times as large. This exceptional advance in real
computer spending has comprised a significant part of growth in real
equipment investment.

IMPLICATIONS OF THE INVESTMENT BOOM

The 1990s boom in business fixed investment has generated a sig-
nificant increase in the Nation’s stock of business capital. The larger
capital stock has benefited the economy in two important ways: it has
helped restrain inflation by increasing industrial capacity, and it has
helped raise productivity.

Capacity Utilization and Inflation

When demand for resources in the economy exceeds supply, inflation
usually results. The simplest measure of the utilization of labor
resources is the unemployment rate. Inflation often rises when labor
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markets are tight, because competition for workers among firms puts
upward pressure on wages; if these wage increases are not matched by
increases in productivity, firms face higher costs of production and
raise their prices as a result. Consequently, the unemployment rate is
useful in predicting inflation, although of course the relationship is far
from perfect.

The simplest measure of the utilization of capital resources is the
capacity utilization rate. Inflation often rises when capacity utilization
is high because the marginal cost of production is higher in those situ-
ations, and higher marginal costs can lead to higher prices. The capac-
ity utilization rate reported by the Federal Reserve Board is the ratio
of the actual level of output to a sustainable maximum level of output
(or capacity), based on a realistic work schedule and normal downtime.
The Federal Reserve produces these numbers for the industrial sector
(manufacturing, mining, and utilities) only, using data from the Survey
of Plant Capacity collected by the Census Bureau. The correlation
between the capacity utilization rate and acceleration of the core CPI
is positive and fairly high, even though capacity utilization data apply
to only a portion of the economy. (Because final demand for services is
more stable over the business cycle than final demand for goods, the
focus of capacity utilization on the goods-producing sector may not rep-
resent a significant obstacle to predicting cyclical pressures for infla-
tion.) In time-series models, capacity utilization is often an important
predictor of inflation, and several studies have found that the nonac-
celerating-inflation rate of capacity utilization (analogous to the nonac-
celerating-inflation rate of unemployment, or NAIRU) is close to the
mean value of that series.

Despite the historical relationship between the unemployment rate
and inflation, the very low unemployment rate of the past several
years has not produced an increase in inflation. Indeed, core inflation
has dropped, on net, during this period. One factor that may have
helped hold down inflation is the rapid pace of investment, which has
caused total industrial capacity to grow faster in each of the past 4
years than in any other year since 1967, when the series began. As a
result, capacity utilization has stayed fairly close to its long-run
average since 1996 in spite of substantial output growth and rising
utilization of labor resources.

Productivity

The accumulation of capital boosts the productivity of labor through
capital deepening, or increases in the quantity or quality of capital per
worker. New capital can also embody technological advances or innova-
tive ways of organizing work that raise the productivity of both labor and
capital, known as multifactor productivity or total factor productivity.

The Bureau of Labor Statistics breaks down growth in potential
output into changes in the quantity of labor and changes in labor

74



productivity; the latter is in turn broken down into changes in labor
quality, changes in the quantity and quality of capital, and changes in
multifactor productivity. Between 1990 and 1996 (the last year for
which the breakdown is officially tabulated), labor productivity in pri-
vate business increased at an average rate of 1.1 percentage points per
year. Improvements in labor quality accounted for 0.4 percentage
point, and capital deepening contributed about 0.4 percentage point.
(In comparison, capital deepening contributed 0.7 percentage point to
multifactor productivity growth between 1979 and 1990. Although
gross business fixed investment has increased significantly as a share
of GDP during the past 6 years, it represented a smaller share of GDP
on average between 1990 and 1996 than between 1979 and 1990. Net
business fixed investment, which determines the change in the busi-
ness capital stock, was also a smaller share of GDP on average during
the later period.) Gains in multifactor productivity represented the
remaining 0.3 percentage point of labor productivity growth, part of
which may be related to capital investment, although such an effect is
difficult to quantify.

Some observers are surprised that the torrid pace of computer
investment has not had a more apparent effect on productivity growth.
As noted earlier, much of the acceleration in measured labor produc-
tivity during the past 3 years may owe to methodological changes and
cyclical dynamics rather than fundamental advances such as the
increasing use of computers. One factor limiting the impact of the
information technology revolution on productivity is the relatively
small share of this type of capital: computers and peripheral equip-
ment still represent less than 5 percent of the total net stock of equip-
ment and less than 2 percent of net nonresidential fixed capital. And
the small base of computer capital means that many years of brisk
investment would be needed before computers could represent an
appreciable part of the capital stock.

Even so, computers could have a large effect on productivity if the
rate of return to computer capital were especially high. In convention-
al growth accounting, such as the calculations made by the Bureau of
Labor Statistics, unusually high returns to computers would appear as
higher multifactor productivity. However, measured multifactor pro-
ductivity has not increased especially rapidly during the 1990s. Mea-
surement error could play a role here, as a substantial part of the out-
put of computers is intangible and may not be captured in the national
income accounts. Yet mismeasurement of output has been a perennial
problem for national income accounting, and whether this problem is
worse in the computer age is not clear.

More fundamentally, the full benefits of the dramatic advance of
computer technology may still lie ahead of us. Economic historian
Paul David has compared the computer revolution to the transition to
electric power in the late 19th and early 20th centuries. He noted that

75



the productivity gains from the electrification of manufacturing were
not large at first but became quite substantial several decades after
the opening of the first central power station. Box 2-1 examines the
hypothesis that rising productivity follows major technical innovations
with a considerable lag, and considers whether productivity patterns
in the information age are likely to mirror those that followed the
widespread adoption of electrical power.

MACROECONOMIC IMPLICATIONS
OF THE Y2K PROBLEM

It is now less than a year until the widely anticipated arrival of the
year 2000 problem, called Y2K for short (or, more colorfully, the “mil-
lennium bug” or “millennium bomb”). Many older computer programs,
including those running on microprocessors embedded in other elec-
tronic products, encode the current year using only the last two digits.
Thus, when January 1, 2000, arrives, they may fail to recognize “00” as

Box 2-1.—The Electrical Revolution, the Computer Revo-
lution, and Productivity

Although the electric dynamo was invented well before the turn
of the century, it did not seem to fuel large gains in productivity
until many years later. One economic historian reports that U.S.
productivity grew more slowly between 1890 and 1913 than previ-
ously, but it increased rapidly between 1919 and 1929, and he
attributes half of the acceleration in manufacturing productivity
relative to the preceding decade to growth in electric motor capac-
ity. Drawing a parallel between this episode and the spread of
computing technology in our own time, he argues that an extend-
ed process of technological diffusion may now be under way, which
may yield large productivity gains in the future. Others have
noted similar lagged productivity effects following the introduc-
tion of steam power and the development of the automobile.

The slow diffusion of electric power may be explained primarily
by the need to build new factories and redesign manufacturing
processes in order to take full advantage of the new technology.
Many manufacturers would have gained little from simply replac-
ing a large steam power unit with a large electric power unit in
the same factory. Substantial cost savings were available over
time from building new factories: electric-powered factories could
be single-story and less sturdy, machinery could be reconfigured
more easily, and the flexibility of wiring meant that portions
of plants could be shut down individually. However, new
construction was generally unprofitable until existing plants had
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the year 2000, mistaking it instead for 1900. The result could be incor-
rect output or total system failure. Although it sounds to many at first
like a trivial matter, of interest only to computer engineers and pro-
grammers, in fact the Y2K problem is potentially extremely serious,
given the central role that computer technology has taken in our lives.
Problems caused by the Y2K bug in one company, industry, or sector
may have widespread consequences in others.

There are many conceivable Y2K disaster scenarios. Most involve
disruptions to some critical infrastructure that links the rest of the
economy together, such as transportation systems, power distribution
grids, or telecommunications or financial networks. Such disruptions
would likely have effects that are more than proportionate to the size
of the sector directly affected. Some observers warn that in January
2000 planes may stop flying, telephone traffic may be disconnected,
financial transactions may not go through, power grids may shut
down, and so on. Others have worried that Social Security recipients
might not receive their checks (although, as Box 2-2 notes, the Social

Box 2-1.—continued

depreciated. In addition, a relatively loose industrial labor market
at the turn of the century kept the price of labor low and discour-
aged manufacturers from substituting capital for labor. Real
wages in the United States did not rise enough to motivate signif-
icant expansion of the capital stock until immigration from
Europe was curtailed during World War 1. Lastly, implementing
the new processes throughout the economy required a consider-
able supply of specialized talent—electrical engineers and factory
architects experienced in the new designs—which developed only
slowly.

Whether productivity in the information age will follow the
path of productivity in the electric age remains to be seen. The
introduction of computer technology is similar in many ways to
the transition to electric power. Integrating computers into the
work environment is not a straightforward matter: firms are
clearly still adapting the organization of work to take maximum
advantage of the new technology. At the same time, the diffusion
of computers differs from the spread of electricity in important
ways. For example, computers have already spread through the
economy much faster than electric power did, at least in part
because of their plunging prices. The historical analogy is
intriguing and has appealing implications, but even its main
proponent warns against taking it too literally. It is simply too
soon to know whether the computer revolution will generate a
surge in productivity growth ahead.
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Box 2-2.—Preparing Federal Systems for the Year 2000

The Federal Government is a sufficiently large player in the
economy that a failure of its own operations due to the Y2K prob-
lem would cause great inconvenience and hardship to many Amer-
icans, even if it did not impact the macroeconomy. The Federal
Government operates some of the largest, most complex computer
systems in the world, which provide services to millions of Ameri-
cans. At the Social Security Administration (SSA) alone, informa-
tion systems track annual earnings for more than 125 million
workers, take 6 million applications for benefits each year, and
make monthly benefit payments to 48 million Americans. The
Federal Government also exchanges vast amounts of information
with the States, which administer key Federal programs such as
the food stamp program, Medicaid, and unemployment insurance.

Preparing Federal systems for the year 2000 is an enormous
challenge, and agencies have mounted aggressive efforts to ensure
that their critical services will not be disrupted. SSA was the first
agency to begin work on the Y2K problem, as long ago as 1989. By
1995 several agencies had Y2K projects under way and were shar-
ing information with each other about their efforts. In 1995 the
Office of Management and Budget (OMB) formed an interagency
committee, which it asked the SSA to chair, to coordinate the var-
ious Federal efforts. In 1996 the Chief Information Officers Coun-
cil was assigned the responsibility of building on and overseeing
the committee’s work.

Since early 1997 the OMB has produced quarterly reports on
agencies’ progress in assessing, remediating, testing, and imple-
menting critical systems. The Administration has established a
goal of having all critical systems compliant by March 1999. As of
November 15, 1998, 61 percent were already compliant, up from
27 percent a year earlier. A small percentage of critical systems

Security Administration is already Y2K-compliant) and even that
hospital life-support systems might shut down.

Huge efforts to address the Y2K problem have been under way for
some time, especially in large corporations and financial markets and
in the U.S. Government (see Box 2-2 on Federal Y2K efforts; see also
Box 5-3 in Chapter 5, on the Administration’s initiative to encourage
Y2K information sharing among companies). The American economy is
large, diverse, and resilient, and people will find ways around those
disruptions that, despite everyone’s best efforts, will inevitably occur.
But it is essential to guard against complacency. Some, in particular
some smaller companies and some State and local governments, have
not yet gotten the message.
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Box 2-2.—continued

are not expected to meet the March goal, and their agencies have
been instructed to produce specific benchmarks showing how they
will complete work on these systems before January 1, 2000, and
to create contingency plans where necessary.

Federal payment systems are of particular concern to the public
and the economy. Social Security and veterans’ benefits systems
are already compliant, and the Internal Revenue Service appears
well on its way to being able to collect and process tax returns and
issue refunds in a timely manner. For Medicare, which continues
to face major system challenges, the Health Care Financing
Administration is developing contingency plans to ensure that
health care funding is not disrupted. State-run systems for
administering Federal benefit programs play a critical role in dis-
tributing a wide range of benefits, and a few States are receiving
increased attention from Federal agencies.

The OMB also works with agencies to ensure that they have
adequate financial resources to address the problem. In the fall of
1998 the Congress provided a $3.35 billion emergency fund to
ensure that unanticipated Y2K funding needs are met and that no
system will fail for lack of financial resources.

In February 1998 the President’s Council on Year 2000 Conver-
sion was created to coordinate the Federal Government's Y2K
efforts. The council works with the OMB to ensure that agencies
are making the most effective use of their financial and human
resources to prepare their systems. The council is also concerned
with reaching out beyond the Federal Government to promote
action on the problem and to offer support to Y2K efforts in the
private sector, by State, local, and tribal governments, and by
international entities.

Some foreign countries have only recently gotten the message as
well. Thus concern has shifted recently to the international dimension.
Y2K problems can be transmitted not just from one company to anoth-
er, but also from one country to another. Australia and Canada are
classed with the United States among those countries relatively far
along in their remedial efforts. But some European countries have
been diverted by another large information processing task, namely,
that of converting their information systems to deal with the new
European currency, the euro, which came into existence in January
1999. In many countries, preparations are not as far along as they
should be. The reassuring notion that developing countries are not yet
as dependent on computers as are many industrial countries is
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outweighed by the fact that their equipment is likely to be older and
therefore may contain more of the old two-digit coding.

Those companies and countries that only began to address the Y2K
problem in 1998 now find themselves in a race against time. And any
that have still not begun to deal with the problem will probably find
their efforts have come too late. In such cases, business continuity
planning to minimize probable disruptions is particularly necessary.

A few Wall Street forecasters have assigned high odds to the likeli-
hood that the Y2K problem will lead to a serious global recession. Such
forecasts seem excessively dire. Even if disruptions turn out to be
more serious than most analysts expect, they will most likely show up
primarily as inconveniences and losses in certain sectors. It is less like-
ly that they would manifest themselves as the sort of economy-wide
macroeconomic disturbances that can lead to a recession. In other
words, aggregate economic statistics such as GDP and employment
will probably not reflect Y2K effects to any noticeable extent. However,
it would be unwise to state categorically that a Y2K recession is not in
the cards. Computer technology is so pervasive in our lives that it is
difficult to predict all the possible sources of danger.

Some effects on the demand side of the economy can reasonably be
predicted—indeed, they are already upon us. First, the need to address
the Y2K problem is already boosting demand for computer hardware
and software, both to retrofit older machines and programs and to pur-
chase new equipment that is Y2K-compliant. From a review of quar-
terly 10-K reports filed by Fortune 500 firms, the Federal Reserve
Board has estimated that these large companies will spend a total of
$50 billion on Y2K fixes. Indeed, this spending probably helps explain
why real investment in computers and peripheral equipment in late
1998 was running more than 60 percent above its level a year earlier.
Sometime later in 1999, it is likely that a tendency for firms to freeze
their systems, so as not to be caught in midstream when January 1,
2000, arrives, will work to moderate Y2K spending. Thereafter a sec-
ond burst of pent-up computer spending may occur, especially if new
Y2K-related problems are revealed.

The Y2K problem is also increasing demand for the services of com-
puter programmers. This effect should reverse after 2000, if all goes
well, but it is likely to persist for some time after January 1. Not only
may unanticipated glitches be discovered and need to be fixed, but
companies are also likely to face a backlog of upgrade tasks that they
had postponed in order to divert programming resources to Y2K issues.
Economists at the Federal Reserve Board have pointed out that the
increased demand for computer goods and services may not be showing
up in GDP, to the extent that it takes the form of firms reallocating
their own computer support services to work on the problem. To the
contrary, they point to a negative effect on productivity resulting from
the diversion of resources from what would otherwise be investment in
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new productive capacity, and they estimate a loss to U.S. productivity
due to such diversion of 0.1 to 0.2 percent per year in 1998 and 1999.

Uncertainty over the performance of information and delivery sys-
tems might lead firms to stockpile inventories in the runup to Janu-
ary 2000. Uncertainty has a positive effect on the demand for inven-
tories at every stage of production, from raw materials such as oil and
other mineral and agricultural products to retailers’ inventories of
consumer goods. The Y2K inventory effect should provide a clear
boost to GDP in the fourth quarter of 1999, offset by a corresponding
negative effect in early 2000. But this possibility implies no particular
distortion of economic activity and calls for no particular policy
response. Given the intrinsic uncertainty created by Y2K, it is ratio-
nal and sensible, even optimal, for companies to take the precaution of
adding a bit to inventories ahead of time. There is no reason to pre-
sume that this tendency to stockpile will be greater, or that it will be
less, than what is appropriate.

Disturbances in the financial sector are also possible. The demand
for cash balances, like the demand for inventories, is affected by uncer-
tainty. Risk-averse people may withdraw more than the usual amount
of money from automatic teller machines on the way to their New
Year’s Eve parties this year. As any macroeconomic textbook shows, an
increase in the demand for cash without an increase in its supply can
have a contractionary effect on the economy. Unlike the other factors,
however, this one is easily accommodated. The Federal Reserve has
already made arrangements to ensure that banks have the currency
they need to satisfy a surge in demand. Thus, an increased demand for
cash is one part of the macroeconomic equation that need not be a
source of concern.

Effects on the supply side—notably in the infrastructure sectors
mentioned above—are the source of the more alarming scenarios and
are much harder to predict. It is here that the greatest risks lie. There
is no way to evaluate, for example, whether the prospect of Y2K glitch-
es in the financial sector will stoke irrational end-of-millennium
unease to the point of provoking self-confirming volatility in securities
markets. Banks have reported that Y2K compliance is already an
important factor in their decisions to extend credit in certain foreign
countries, particularly in Asia and Eastern Europe, where countries
are thought to be among the least well prepared for the Y2K problem.
A tightening of bank lending in these regions could accentuate the
capital scarcity arising from the recent flight to quality.

There is no way of knowing the odds that the Y2K problem will lead
to a recession. Even those who issue pessimistic forecasts admit freely
that they are purely subjective judgments. This is not the sort of prob-
lem that lends itself to formal modeling; macroeconomic models simply
are not built to address one-time scenarios such as a Y2K debacle.
Moreover, if one knew enough about all the potential problems to
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construct an accurate forecasting model, one would also know enough
to go out and fix them. But as always, the unpredictable problems are
the hardest to predict.

One can look to historical precedent—past disruptions of trans-
portation or power systems due to strikes, weather events, or techno-
logical failures, for example—to see if anything can be learned about
the macroeconomic spillover effects. Such an analysis is encouraging.
Table 2-2 reports over 20 major disasters that occurred in the United
States between 1971 and 1995, most of them weather-related, togeth-
er with estimates of their monetary damages. The adverse impacts on
buildings and property, even leaving aside the tremendous human toll,
were often large: over 1 percent of GDP each in the cases of Hurricane
Andrew in 1992 and the Northridge, California, earthquake in 1994. In
economic terms these damages represent a loss in future consumption;
resources must be diverted to replace or repair the capital stock that

TaBLE 2-2.—Disaster Damage: National Income and Product Accounts
Estimates of Value of Structures and Equipment Destroyed

Impact on NIPAs
Value
Disaster Area affected destroyed
Period (billions of
1992 dollars
at annual rates)*
Earthquake California 1971: 1 17
Hurricane Agnes... Middle Atlantic 1972: 11 20.2
Flood............ Mississippi 1973:11 6.3
Tornadoes.... Alabama, Indiana, Kentucky, Ohio,
Tennessee 1974: 11 1.9
Flood, dam collapse Idaho 1976: 11 14
Windstorms, flood Kentucky, Virginia, West Virginia 1977:11 28
Floods........... Alabama, Mississippi, North Dakota 1979: 11 }3 0
Tornadoes.... Arkansas, Texas 1979: 11 :
Hurricanes David and Frederick Alabama, Mississippi 1979: 11l 46
California 1980: | 15
Miami (Florida) 1980: 11 }1_9
Mount St. Helens eruption Oregon, Washington 1980: 11
Hurricane Iwa.. Hawaii 1982: IV 47
Floods........... Arkansas, Missouri 1982: IV } :
Hurricane Alicia.... Texas 1983: 11l 5.7
Hurricanes Elena and Gloria .. ... | Atlantic and Gulf Coasts 1985: 11l 43
Tropical Storm Juan...... ... | Gulf Coast 1985: IV
Hurricane Kate...... .. | Atlantic Coast 1985: IV }4.2
.............. ... | Atlantic Coast 1985: IV
North and South Carolina 1989: 11l 17.8
Loma Prieta (California) 1989: IV 15.8
Oakland (California) 1991: IV 6.1
Hurricane Andrew. Florida and Louisiana 1992: 11l 63.9
Hurricane Iniki Hawaii 1992: 11l 7.9
Winter Storm... 24 Eastern States 1993: | 79
Floods........... 9 Midwestern States 1993: 11l 8.2
Earthquake.. Northridge (California) 1994: | 74.8
Hurricane Opal Florida plus 9 Southern States 1995: IV 8.6

! Reflected as additions to consumption of fixed capital.
Source: Department of Commerce (Bureau of Economic Analysis).
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has been lost or damaged. Yet in most cases the reduction in the capi-
tal stock had only a limited impact on current sales and production, so
that the disruption did not show up in the national statistics on output,
income, or employment for the year. The same is true of strikes, even
those that affect the communications or transportation infrastructure.
The 1997 strike against the Nation’s leading private package delivery
service, for example, in the end had little discernible impact on GDP, in
part because firms and individuals found other ways to ship their
packages. Americans are, after all, very adaptable. Also, output that is
lost in one month is often made up the next.

To be sure, it could be dangerous to generalize from these prece-
dents. A disruption that affected the entire country, or that lasted
more than a few weeks, would offer less scope for substitution. But
even when a failure of major power cables cut power to the central
business district of New Zealand’s largest city for 2 months last year,
the estimated effect on the year’s GDP growth was small in the end.

To summarize, even if Y2K disruptions turn out to be on the serious
side, they will most likely show up primarily as inconveniences and
losses in some sectors, and not in noticeable macroeconomic terms. A
survey of 33 professional forecasters reported an average expectation
that the Y2K problem and efforts to address it would add 0.1 percent to
economic growth in 1999 and subtract 0.3 percent in 2000. Given typi-
cal yearly fluctuations in GDP, it would be hard to identify effects of
this magnitude after the fact. The huge efforts now under way, both in
the government and in the corporate sector, should make a truly seri-
ous disruption, let alone a recession, less likely. Again, however, it is
important to avoid complacency. We should all redouble our preventive
efforts, to keep from having to put the adaptability of the economy to
the test.

NEAR-TERM OUTLOOK AND LONG-RUN FORECAST

THE ADMINISTRATION FORECAST

The Administration projects GDP growth over the long term at
roughly 2.4 percent per year—a figure consistent with the experience
so far during this business cycle as well as with reasonable growth
rates of the economy’s supply-side components. One method for esti-
mating the economy’s potential growth is an empirical regularity
known as Okun’s law, which can be illustrated by a scatter diagram
(Chart 2-10). The diagram plots the four-quarter change in the unem-
ployment rate against the four-quarter growth rate for real output.
According to Okun’s law, the unemployment rate falls when output
grows faster than its potential rate, and rises when output growth falls
short of that rate. The rate of GDP growth consistent with a stable
unemployment rate is interpreted as the rate of potential growth and
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is estimated as the location where the fitted line in Chart 2-10 crosses
the horizontal axis—in this case around 2.5 percent.

COMPONENTS OF LONG-TERM GROWTH

Labor Force

In the long term, the growth rate of the economy is determined pri-
marily by the growth of its main supply-side components: population,
labor force participation, the workweek, and labor productivity
(Table 2-3). Of these, the most easily understood is the civilian working-

Chart 2-10  Estimation of Potential GDP Growth by Okun's Law

Real GDP growth in excess of its potential rate lowers the unemployment rate.
Potential growth is estimated to be around 2.5 percent.
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Note: Change in unemployment rate is the fourth-quarter to fourth-quarter change in the
demographically adjusted unemployment rate. Output growth is the fourth-quarter to fourth-quarter
percent change in the geometric mean of the income- and product-side measures of GDP. Pre-1995
growth rates have been adjusted for methodological changes. GDP growth in 1998 is estimated.
Sources: Department of Commerce (Bureau of Economic Analysis), Department of Labor (Bureau of
Labor Statistics), and Council of Economic Advisers.

age population (the number of Americans aged 16 and over), which has
grown at a 1.0 percent annual rate over the past 8 years. Official
projections by the Bureau of the Census point to a growth rate of 1.0
percent per year through 2008 for this segment of the population.

The labor force participation rate—the percentage of the working-
age population that is working or seeking work—was little changed in
1998, after notable increases in the 2 previous years. Although no read-
ily apparent explanation emerges for the year-to-year pattern, the
resurgence of strong GDP growth in 1996 (following a slower year), the
expansion of the earned income tax credit, and the welfare reform law
passed in the summer of 1996 probably all contributed to the increase
in participation that year and in 1997. Welfare reform required States
to move more of their public assistance caseload into work or work-related
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activities. Most likely, the boost to participation from these efforts will be
spread over the years between 1996 and 2002. Evidence for this effect is
the rapid rise in the participation rate for women who maintain families.
The increase in the participation rate for this group, which makes up only
6 percent of the labor force, accounts for half of the increase in the total
participation rate over the past 3 years. These labor market issues are
discussed further in Chapter 3.

On average, the total participation rate has been little changed since
the last business-cycle peak. Looking ahead, the Administration
expects the participation rate to increase by almost 0.2 percent per
year during the phase-in period of welfare reform (that is, through
2002) and then to slow to 0.1 percent per year thereafter.

Productivity

The official measure of productivity in the nonfarm business sector
has grown at about a 2 percent annual rate over the past 3 years, sub-
stantially faster than the 1.1 percent average annual growth rate
between the business-cycle peaks of 1973 and 1990. To assess whether

TABLE 2-3.—Accounting for Growth in Real GDP, 1960-2007

[Average annual percent change]

1960 11 1973 IV 1990 11l 1998 111
Item to to to to
1973 IV 1990 111 1998 11l 2007 IV
1) Civilian noninstitutional population aged 16 and over ... 18 15 1.0 1.0
2) PLUS: Civilian labor force participation rate® 2 5 .0 1
3) EQUALS: Civilian labor force! 2.0 2.0 1.0 11
4) PLUS: Civilian employment rate* -1 2 -1
5) EQUALS: Civilian employment? .........ccccoouvvvimmmmvermmmreinneiiienns 20 19 12 11
6) PLUS: Nonfarm business employment as
a share of civilian employment* 2 1 1 4 1
7) EQUALS: Nonfarm business employment 21 2.0 1.6 1.2
8) PLUS:  Average weekly hours (nonfarm business) ... -5 -4
9) EQUALS: Hours of all persons (nonfarm business) .................... 16 17 17 12
10) PLUS:  Output per hour (productivity, nonfarm business) ..... 2.9 11 14 3(16) 13
11) EQUALS: Nonfarm business oUtput ...........ccccvevrevneererrneireriens 45 2.8 31 3(33) 25
12) PLUS: Ratio of real GDP to nonfarm business output .......... -3 -1 -4 3(-5) -2
13) EQUALS: Rl GDP ....ovvvervrrcessmnvererssssinsessssessssssssnsssssssnssesseses 4.2 2.7 26 *(28) 2.3

* Adjusted for 1994 revision of the Current Population Survey.

2 Line 6 translates the civilian employment growth rate into the nonfarm business employment growth rate.

% Income-side definition.

4 Line 12 translates nonfarm business output back into output for all sectors (GDP), which includes the output of farms and
general government.

5 GDP growth is projected to fall below its underlying trend for this period (about 2.4 percent) as the employment rate is
projected to fall 0.1 percent per year over this period.

Note.—Detail may not add to totals because of rounding.
The periods 1960 I, 1973 IV, and 1990 III are business-cycle peaks.

Sources: Council of Economic Advisers, Department of Commerce (Bureau of Economic Analysis), and Department of Labor
(Bureau of Labor Statistics), and National Bureau of Economic Research.
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the recent surge in productivity represents an increase in long-term
trend growth, several measurement issues must be addressed, as well
as the cyclical behavior of productivity. One such issue concerns the
decision to switch to geometric price indexes for some components of
consumption. This decision, announced by the Bureau of Labor Statis-
tics for the CPI starting in 1999, was first implemented by the Depart-
ment of Commerce with last year’s annual revisions to the national
income and product accounts. (The Department of Commerce used the
experimental CPI series that the Bureau of Labor Statistics began
releasing in 1997.) The new methodology raised the measured annual
growth rates of real nonfarm output and productivity by roughly 0.2
percentage point per year for 1995 and subsequent years. The change
did not apply to earlier years, because last year’s annual revision did
not reach back that far. If the same methods were applied to earlier
years, as they probably will be with the next benchmark revision, the
average annual rate of productivity growth since 1973 might be 1.3
percent rather than the 1.1 percent officially reported.

A second measurement issue concerns whether real output is best
measured on the product side (the official method) or on the income
side of the national accounts, or by a mixture of the two. Since 1993,
the average annual growth rates of the income-side measures of output
and productivity have been 0.5 percentage point higher than the offi-
cial product-side measures. Because both sides of the accounts contain
useful information, the Administration’s (unofficial) estimate includes
the information from both these series by averaging them—as has
been done in Chart 2-11.

Other, more fundamental measurement issues exist as well. Box 2-3
discusses attempts to include environmental benefits in measures of
national income, as would be required for a truly comprehensive
measure of economic welfare.

In the long term, productivity increases with training, technological
innovation, and capital accumulation. But productivity growth also
shows considerable variation over the business cycle, typically falling
below its trend during recessions, then growing faster than trend dur-
ing the middle of an expansion, and finally falling again in advance of
the business-cycle peak, as it did between the peaks of 1980 and 1990.
This cyclical behavior can be captured by a model in which firms only
partially adjust toward their desired level of employment in any quar-
ter, because hiring and firing are costly. As shown in Chart 2-11, a sim-
ulation from this model shows that the above-trend growth of produc-
tivity in recent years is consistent with strong output growth and an
underlying trend rate of 1.3 percent.

The most straightforward conclusion is that the trend growth of
labor productivity has not changed much during the post-1973 period
and that recent productivity growth reflects primarily cyclical factors.
Since 1994, on the other hand, labor productivity has grown faster
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Chart 2-11 Actual Versus Simulated Productivity Growth

The recent behavior of productivity is consistent with strong output growth and a
1.3 percent trend.
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than under the simulation, and it remains possible that the growth
rate of trend labor productivity has risen recently. Weighing these pos-
sibilities, the Administration has projected long-term annual growth of
labor productivity at 1.3 percent, but will closely monitor productivity
data over the next year for further evidence of a stronger growth rate.

Box 2-3.—Accounting for the Environment

Economists have long realized that GDP is a measure of market
output, not of national welfare. By design, changes in GDP pri-
marily reflect the value of goods and services as measured in the
marketplace, excluding changes in leisure time, health status,
environmental quality, and other aspects of well-being. Recently,
concerns over sustainable development have sparked interest in
expanding the system of national income accounts to include mea-
sures of environmental quality and the stock of natural resources.
Some people worry that economic development may entail a dete-
rioration of environmental quality and a depletion of natural
resources, causing national well-being to fall even as measured
GDP rises. Proposals for a “green GDP” attempt to address this
desire for a more comprehensive scorecard on well-being and envi-
ronmental sustainability.

Incorporating environmental and natural resource assets into a
unified system of national income accounts is exceedingly difficult,
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Box 2-3.—continued

however. Important aspects of environmental quality must first be
measured in physical units, which then must somehow be trans-
lated into a common economic measure (dollars). There is little
agreement about how to value many aspects of environmental
quality, or even on methods for establishing such values. For
example, setting a dollar value on the health and aesthetic bene-
fits of lowering air pollution raises a host of difficult philosophical
and technical issues.

These problems have led most countries to abandon the quest to
incorporate the environment formally into GDP. An alternative
favored by Eurostat, the statistical office of the European Union,
is to report only physical measures of different aspects of environ-
mental quality. This approach makes no attempt to aggregate
these various estimates into a common unit of measure, and no
attempt to estimate green GDP. Rather, separate accounts track
various measures of environmental quality individually.

An intermediate approach, used by the United Nations System
of Environmental and Economic Accounting and in prototype
accounts developed by the United States, is a system of satellite
accounts to account for certain important aspects of environmen-
tal quality. These accounts, although developed to be consistent
with the system of national income accounts, are not restricted to
the same definitions and methods. This flexibility allows them to
focus on issues of particular interest and to be tailored to available
information. As information and methods of valuation improve,
the system of satellite accounts would move closer to a unified set
of economic and environmental accounts.

The satellite accounts approach allows the system of national
income accounts to address two fundamentally different needs.
There will always be a need for a frequently updated measure of
market-based goods and services for both government and the pri-
vate sector, which GDP fulfills. A broader measure of well-being is
also needed, even though it is likely to be less precise and avail-
able less frequently, and this the satellite accounts can provide.
Fortunately there is no need to choose between them.

INFLATION: FLAT OR FALLING?

The key to the longevity of this expansion has been low inflation.
Direct measures of the strain on productive capacity, such as the
unemployment rate and the capacity utilization rate, play a role in
determining whether the economy has reached the limits of its capacity.
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But in the last analysis, it is the direction of inflation that signals
whether or not the capacity limit has been breached. Over the past 2
years, low and stable inflation has allowed decisionmakers, both in
business and in government, to focus primarily on growth rather than
on bottlenecks.

In addition to its importance for policy decisions, the level and direc-
tion of inflation are important variables in long-term economic and
budget projections. In this context it is important to note the gap that
has developed between inflation as measured by the CPIl and the mea-
sures of inflation included in the national income accounts. The broad-
est measure of inflation for goods and services produced in the United
States is the chain-weighted price index for GDP, which increased
only 1.0 percent over the four quarters ending in the third quarter of
1998, almost a percentage point below its year-earlier pace. In con-
trast, the CPI posted a larger increase—and less of a deceleration—
over the past year, despite a much larger weight for petroleum prices,
which fell during the year. The difference becomes striking when one
focuses on the contrast between two price measures that appear to
have the same coverage: the price index from the national income
accounts for personal consumption expenditures excluding food and
energy (the core PCE), and the CPI excluding food and energy (the
core CPI). As Chart 2-12 shows, the core CPI inflation rate has been
roughly flat for the past year at about 2.4 percent, whereas that of the
core PCE has slowed to 1.1 percent for the four quarters ending in
the third quarter of 1998, from a 1.9 percent increase during the
year-earlier period. Furthermore, the difference that has opened up
between these two series has no historical precedent. What could
cause such a divergence?

More than half of the deceleration in the core PCE over the past year
is accounted for by price imputations. National income accountants
impute prices for components of the consumer market basket for which
there is no nationally collected price measure. These items include lot-
teries, insurance, and financial intermediation. One of these imputed
prices (that for “free” checking accounts) slowed sharply over the past
year. Because these imputations tell us little about the course of infla-
tion, it is more useful to focus on an index that excludes imputations
(Chart 2-12).

Excluding imputations, the index for the core PCE still shows lower
inflation than does the core CPI, and a gap between the series has
opened up over the past few years. The major sources of the difference
are in the treatment of medical care and housing. The price index for
medical care in the PCE, which was formerly an aggregation of mostly
CPI components, has now shifted toward an aggregation of compo-
nents from the producer price index. Over the four quarters ending in
the third quarter of 1998, medical prices in the PCE index have
increased much less (2.2 percent) than the CPI measure of the same
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Chart 2-12  Three Measures of Core Inflation

Inflation as measured by the core CPI was flat in 1998. In contrast, the core PCE
measure fell, although less so excluding imputations.
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Note: Inflation is measured as the four-quarter percent change in the three measures.
Sources: Department of Commerce (Bureau of Economic Analysis), Department of Labor (Bureau of
Labor Statistics), and Council of Economic Advisers.

concept (3.5 percent). Although the increase in housing prices is simi-
lar in both indexes (because the PCE housing index uses CPI sources),
housing is twice as important in the CPI as in the PCE price index.
This difference in weight, together with an increase in the price of
housing relative to the overall index, means that housing has also been
a source of the difference between the CPI and PCE inflation mea-
sures. At this time, with no compelling reason to prefer one index to
the other, it is best to keep an eye on both.

In addition to the price index of the core PCE, other price indexes
from the national income accounts are increasing at or below an annu-
al rate of 1 percent per year. One of these, the price index for nonfarm
business output (which is aggregated from consumption prices as well
as prices of other spending components) increased at only a 0.5 percent
annual rate in the past four quarters. Can this low rate persist?

Whatever the rate of inflation today, in the long run the inflation of
business prices will likely gravitate toward the rate of increase in
trend unit labor costs—that is, the increase in hourly compensation
less the rate of trend productivity growth. Until recently, one measure
of trend unit labor costs (namely, the ECI measure of hourly compen-
sation, described earlier in the chapter, less the trend in productivity)
has closely matched the rate of price increases in the nonfarm business
sector (Chart 2-13). However, a large gap has opened up recently, with
the ECI-based measure of trend unit labor costs increasing at a rate of
2.5 percent over the past four quarters (a 3.8 percent increase in
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hourly compensation less 1.3 percent trend productivity growth), in
contrast with an increase of 0.5 percent in prices in the nonfarm busi-
ness sector. The historical pattern suggests that this gap will close, and
it could do so through either higher price inflation, lower wage infla-
tion, or higher trend productivity growth. The eventual outcome may
involve some combination of all three, but the inertia in wages and
trend productivity growth suggests that most of the correction will
come from a higher rate of inflation of nonfarm business prices, at
least as measured in the national income accounts. If this price mea-
sure gravitates upward, it will close not only the gap between prices
and trend unit labor costs, but also the gap between the price mea-
sures from the national income accounts and the CPI. Accordingly, the
Administration projects that inflation as measured by the GDP price
index will rise to 2.1 percent by 2000. At the same time, the CPI is pro-
jected to rise at a 2.3 percent annual rate—about the current rate of
increase of the core CPI.

Chart 2-13  Inflation and Trend Unit Labor Costs
Output price inflation has followed trend unit labor costs until recently.
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WHAT HAS HELD INFLATION IN CHECK?

Inflation has been steady or falling despite an unemployment rate
that has been below 5 percent since July 1997. A model of inflation that
included only the unemployment rate and inflation expectations would
have predicted a pickup of inflation during this period. Three factors
that have held measured inflation down over this period have been
pressure from the international environment (including low oil prices),
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a level of capacity utilization that is low relative to the unemployment
rate, and certain methodological changes in the official measure of
inflation. But even taking these factors into account, the unemploy-
ment rate associated with stable inflation (the nonaccelerating-
inflation rate of unemployment, or NAIRU) has probably edged lower.

Conditions in the international environment have restrained infla-
tion. The foreign exchange value of the dollar has risen substantially
over most of the past 3 years, both oil and nonoil import prices have
been falling, and exporters of U.S. goods face stiff competition. On the
import side, prices of nonpetroleum goods have fallen at about a 4 per-
cent annual rate, on average, during the past 3 years (Chart 2-14).

Chart 2-14 Export and Import Prices Versus the CPl and GDP Price Index
Export and import price declines have held down inflation.
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With the share of nonpetroleum imports at about 15 percent of con-
sumption, these imports account for about 0.6 percentage point of the
reduction in consumer price inflation. Meanwhile exporters of U.S.
goods have cut prices by about 3% percent per year over the past 3
years, presumably to match stiff competition abroad. With goods
exports at about 8 percent of GDP, export prices have subtracted about
0.3 percentage point from the inflation rate as measured by the GDP
price index. In recent months the dollar has retraced some of its appre-
ciation of the 1995-98 period, and so the damping effect on inflation
may not be as forceful over the medium term.

Capacity in manufacturing, mining, and utilities has grown at a 5%
percent annual rate over the past 3 years, outpacing growth in
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production at 4% percent. Consequently, the capacity utilization rate
has dropped to a level that is now 1 index point below its long-term
average of 82.1 percent of capacity. This slack in capacity is the legacy
of a sustained high level of industrial investment and stands in sharp
contrast to the tightness in labor markets. Over most of the postwar
era, slack in capacity has moved with the unemployment rate, and so
these two measures usually tell much the same story. However, in cur-
rent circumstances the excess industrial capacity offsets some of the
tightness in labor markets.

A final reason for the slowing of reported price indexes has been
methodological changes to both the CPI and the indexes used in the
national income accounts (Box 2-4). In general, these changes have
reduced the measured rate of inflation. For the CPI, methodological
changes made from 1995 through 1998 reduced the rate of CPI infla-
tion by about 0.44 percentage point. Changes to be introduced in 1999
and 2000 will reduce it by an additional 0.24 percentage point.

Box 2-4.—Methodological Changes to Price Measurement

The Bureau of Labor Statistics (BLS) and the Bureau of Eco-
nomic Analysis (BEA) have recently made several methodological
changes that have improved the accuracy of the consumer price
index and the price indexes in the national income accounts. One
of these changes goes into effect this year (Table 2-4). Most of the
improvements made by the BLS have reduced the measured
increase in the CPI, and many will also affect the deflation of
nominal output and therefore raise the growth rate of measured
real GDP. Changes made through 1998 include the substitution of
generic drugs when patents expire on proprietary brands; the cor-
rection of a problem in rotating new stores into the survey
through a procedure called “seasoning” (a problem that was cor-
rected first in the food category and later in other categories of
goods); a modification of the formula for measuring increases in
rent; a change to measuring prices on hospital bills rather than
the prices of hospital inputs; a switch to measuring computer
prices by the computers’ intrinsic characteristics (“hedonics”); and
an update of the market basket from one based on the 1982-84
period to one based on 1993-95. A change scheduled for this year is
the use of geometric rather than arithmetic means to address sub-
stitution bias within categories; next year the BLS will bring in
the results of more frequent rotation of the items sampled in cate-
gories with many new product introductions.

The combined effect of the changes made through 1998 has been
to lower the CPI inflation rate by 0.44 percentage point per year.
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Box 2-4.—continued

Changes to be implemented in 1999 and 2000 will lower CPI
inflation by a further 0.20 and 0.04 percentage point per year. The
BEA brought the geometric CPl components into the national
income accounts during the annual revision of July 1998. In this
revision the books were open only for the 3 previous years, and so
the effect of the geometric CPIs now begins in 1995. In the bench-
mark revision scheduled for October 1999, this effect will be taken
back farther into the historical record. The BEA has also recently
switched from using the CPI to using the producer price index
(PPI1) to deflate physicians’ services and the services of govern-
ment and for-profit hospitals. These changes, made in the July
1997 annual revision of the national income accounts, reached
back to 1994. Because the PPI measures of these prices have been
increasing less than the comparable CPIs, the changes reduce the
rate of increase of the chain-weighted price index for GDP and
raise real GDP growth. These changes, in addition to those passed
through from the CPI, will have cumulated to raise the annual
growth rate of real GDP by 0.29 percentage point by 2000.

TaBLE 2-4.— Expected Effects of Methodological Changes
on the CPIl and Real GDP

Year effect Percentage-point
is felt effect on
Change
cpl NIPAS p P
change change

PPIs for hospitals and physicians ... o 1993, 1994 (6] .06
Generic prescription drugs 1995 1995 -01 .00
Food at home seasoning ......... 1995 1978 -.04 .03
Owners’ equivalent rent formula. 1995 1978 -10 .03
Rent composite estimator 1995 1978 .03 -01
General seasoning 1996 1 -10 ®
Hospital services index.. 1997 1 -01 ®
Personal computer hedonics... 1998 @ -.04 .00
Updated market basket 1998 ® -17 (6]
Geometric means 1999 1995 -.20 15
Rotation by item 2000 2000 -.04 .03
-44 .26

-24 .03

L N -.68 29

% Not relevant for this index.

2 The entire NIPA series back to 1948 reflects this methodology change, so that there is no

discontinuity in the series.

Sources: Department of Commerce (Bureau of Economic Analysis), Department of Labor (Bureau of Labor Statistics), and

Council of Economic Advisers.
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A proper accounting for these changes can explain in part the recent
low inflation in terms of the CPI (although not that in terms of the
GDP price index). The rest can be explained by some combination of
low nonoil import prices, low oil prices, and a downtick in the NAIRU.
But it is as yet impossible to know exactly which combination of these
factors is the right one.

THE NEAR-TERM OUTLOOK

Both supply- and demand-side considerations argue for some mod-
eration in real GDP growth from its rapid 3.7 percent annual pace of
the past 3 years. On the supply side, the unemployment rate has fall-
en by about 0.4 percentage point per year over the past 3 years, and it
is questionable whether a further decline of this magnitude could be
accommodated without inflationary consequences. Labor force growth
has not kept up with demand for labor in the past 2 years, nor can it be
expected to keep up with a repetition of that kind of demand growth.

On the demand side, private consumption and fixed investment are
expected to grow less rapidly in 1999 than they did in 1998. Consump-
tion, which constitutes two-thirds of demand, rose at more than a 5
percent annual rate during the first three quarters of 1998. Growth of
consumer spending, which was well in excess of the growth rate of dis-
posable personal income, reflected the remarkable growth of stock
market values. As a consequence, the saving rate fell almost 2 per-
centage points over the year, finally dropping to near zero by year’s
end. Unless the stock market continues to surge, consumption is like-
ly to grow at a more moderate pace. Continued real income growth is
likely to motivate further, but smaller, consumption gains.

Business equipment investment grew at an extraordinary 26 per-
cent annual rate in the first half of the year, the fifth consecutive year
of double-digit growth. Business purchases of computers accounted for
much of this growth; the rapid pace of innovation in the computer
industry is driving new investment, and prices have been falling
sharply. But equipment investment decelerated sharply in the third
guarter of 1998. Investment in business structures has been about flat
over the past year and a half. Low capacity utilization may be one fac-
tor limiting investment growth. However, as long as the relative price
of equipment is falling, it is likely that business investment will con-
tinue to grow faster than the economy as a whole.

Strong real income growth, together with the drop in mortgage
interest rates over the past year, is also buoying residential invest-
ment. The 1.62-million-unit pace of housing starts in 1998 was the
highest in a decade. Even if mortgage rates remain around their cur-
rent low levels, housing activity and residential investment are likely
to edge down because of demographic factors and the lack of pent-up
demand after several years of strong growth.
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Nonfarm manufacturing and trade inventories also grew rapidly in
1998, but no faster than sales. The (nominal) inventory-to-sales ratio
was thus little changed over the year and remains at one of its lowest
levels ever (Chart 2-15). Nevertheless, if the components of final
demand were to decelerate to a more modest rate in 1999, the level of

Chart 2-15 Inventory-to-Sales Ratio (Nonfarm Business)
Despite recent strong stockbuilding, inventories remain lean with respect to sales.
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inventory investment would have to drop in order for this lean inventory
posture to be maintained.

Some restraint is likely to come from the international economy, as
the rise in the dollar over the past 3 years and the continued restruc-
turing of several Asian economies have already weakened—and will
continue to weaken—demand for American-made products. Because
the direction of trade responds with a lag to changes in the exchange
rate, the appreciation of the dollar over the past 2 years is likely to
boost demand for imports and limit growth of exports in 1999. As a
result, net exports are likely to become more negative in 1999,
although they probably will not decline as much as in 1998.

Up to now, the Asian economic crisis has not had the negative effect
on the U.S. economy that was anticipated a year ago. The conse-
guences of a larger-than-expected drop in import prices have offset
much of the direct loss of exports. On the one hand, American exports
to the Asian economies most affected by the crisis have fallen about
$30 billion (in nominal dollars) since the second quarter of 1997.
On the other hand, the weakness abroad has been a major factor in
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lowering the price of imported crude oil, which has fallen almost $8 per
barrel from precrisis levels. Because the United States purchases
about 3! billion barrels of foreign petroleum and petroleum products
per year, the resulting $27 billion saving on the national oil import bill
offsets almost all of the loss in exports to Asia. In addition, the drop in
nonpetroleum import prices and the price discipline imposed on
exporters who compete in international markets have held down infla-
tion by about half a percentage point, as discussed earlier. Low infla-
tion has in turn allowed interest rates to be lower, and domestic
demand higher, than they would otherwise be.

A moderation in output growth to 2.0 percent is projected for the next 3
years—about half a percentage point below the economy’s long-term
growth rate, but roughly in line with the consensus of professional
economic forecasters (Table 2-5). Over these 3 years the unemployment

TABLE 2-5.— Administration Forecast

Actual
Item 1999 | 2000 | 2001 | 2002 | 2003 | 2004 | 2005
1997 | 1998

Percent change, fourth quarter to fourth quarter

NOMINAI GDP ..o 5.6 45| 40 4.2 4.1 45 45 45 4.6
Real GDP (Chain-type) ........cveeerererirerireerireeninnes 3.8 135 2.0 2.0 2.0 24 2.4 24 24
GDP price index (Chain-type) .......coeveverereererrerneenns 17 L9 19 21 2.1 21 2.1 2.1 2.1

Consumer price index (CPI-U) 19 15 2.3 23 2.3 23 2.3 2.3 2.3

Calendar year average

Unemployment rate (Percent) .........cocoeevvuevins 49 45 4.8 5.0 53 53 53 53 53
Interest rate, 3-month Treasury bills (percent) ... 51 4.8 4.2 43 43 44 4.4 4.4 4.4
Interest rate, 10-year Treasury notes (percent) ...... 6.4 5.3 49 5.0 5.2 53 5.4 54 54
Nonfarm payroll employment (millions) ................ 122.7 |2125.8 [127.7 |129.2 | 130.5 |132.1 |134.0 [136.0 | 137.9
! Forecast.
2 Preliminary.

Sources: Council of Economic Advisers, Department of Commerce (Bureau of Economic Analysis), Department of Labor
(Bureau of Labor Statistics), Department of the Treasury, and Office of Management and Budget.

rate is projected to edge up slowly to 5.3 percent—the middle of
the range of unemployment compatible with stable inflation. There-
after, the Administration’s forecast is built around a growth rate of
potential output of 2.4 percent per year. The Administration does not
believe that 2.4 percent annual growth is the best the economy can do;
rather, this projection reflects a conservative estimate of the effects of
Administration policies to promote education and investment and to
balance the budget. The outcome could be even better—as indeed it
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has been for the past 3 years. But the Administration’s forecast is used
for a very important purpose: to project Federal revenues and outlays
so that the government can live within its means. For this purpose,
excessive optimism is dangerous and can stand in the way of making
difficult but necessary budget decisions. On the other hand, excessive
pessimism can force difficult decisions where none was required. In the
final analysis, the only worthy objective is the creation of a sound
forecast that points to the eventual outcome using all available
information as fully as possible.

As of December 1998, the current economic expansion, having lasted
93 months, was the longest ever during peacetime and the second
longest on record. There is no apparent reason why this expansion can-
not continue. As the 1996 Economic Report of the President argued,
expansions do not die of old age. Instead, postwar expansions have
ended because of rising inflation, financial imbalances, or inventory
overhangs. None of these conditions exist at present. The most likely
prognosis is therefore the same as last year’s: sustained job creation
and continued noninflationary growth.
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CHAPTER 3

Benefits of a Strong Labor Market

THE NATION'S LABOR MARKET is performing at record levels:
the number of workers employed is at an all-time high, the unemploy-
ment rate is at a 30-year low, and real (inflation-adjusted) wages are
increasing after years of stagnation. Groups whose economic status
has not improved in the past decades are now experiencing progress.
The real wages of blacks and Hispanics have risen rapidly in the past
2 to 3 years, and their unemployment rates are at long-time lows;
employment among male high school dropouts, single women with
children, and immigrants, as well as among blacks and Hispanics, has
increased; and the gap in earnings between immigrant and native
workers is narrowing.

The most recent data also show that the employment relationship is
strong. Job displacement—job losses due to layoffs, plant closures, and
the like—has declined substantially since the 1993-95 period, and
among those who have been displaced, the share that have found new
work has increased. These reemployed workers still typically earn less
on the new job than at the job they lost, but these wage losses are at
record lows. Moreover, the popular assertion that secure lifetime jobs
are disappearing appears to be overstated. This is not to suggest that
the picture is entirely benign: some groups have experienced declines
in job tenure since the 1980s, and the rate of job displacement remains
relatively high given the current strength of the labor market. To
address these and other problems, this Administration has undertaken
a number of measures to strengthen education and job training and to
promote lifelong learning.

Besides spreading the benefits of economic growth more widely, the
robust labor market has generated other, less obvious benefits. It has
contributed to a decrease in welfare case loads, allowing States and
localities to focus increased resources on designing and implementing
welfare reform. In addition, low unemployment and, especially, the rise
in average wages may have contributed to a reduction in crime. Several
studies have demonstrated an inverse relationship between labor
market opportunities and criminal behavior: the better the options in
legal employment, the less likely are potential criminals to commit
crimes.

The chapter begins by documenting economy-wide developments in
the labor market in the past few years within the context of longer run
changes. It then focuses on recent improvements experienced by workers
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who have traditionally not fared as well in the labor market, including
high school dropouts, blacks, Hispanics, youth, immigrants, and single
mothers. The chapter then goes on to examine some important but less
obvious side benefits of the tight labor market. This is followed by a dis-
cussion of evidence on changes in the relationship between workers and
employers, including job displacement, job tenure, and the contingent
work force. Finally, the chapter reviews recent policy developments to
promote job training and lifelong learning.

ECONOMY-WIDE DEVELOPMENTS IN THE
LABOR MARKET

EMPLOYMENT

The usual indicators of labor market progress—employment, unem-
ployment, and wages—show that working men and women continue to
benefit from the ongoing economic expansion. Employment is at an all-
time high, with 133 million Americans at work in December 1998, and
only 4.3 percent of the labor force unemployed. Having fallen from 7.3
percent in January 1993, the unemployment rate is at its lowest level
since February 1970 (Chart 3-1).

Chart 3-1 Unemployment and Discouraged Workers

The unemployment rate is at its lowest level since February 1970. Including
discouraged workers increases the rate by at most four-tenths of a percentage point.
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Note: Discouraged workers and the unemployment rate including them are annual averages.
Source: Department of Labor (Bureau of Labor Statistics).

Data on discouraged workers provide further evidence of a strong
labor market. The number of discouraged workers—workers who are
not employed and who have not looked for work in the past 4 weeks
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because they did not think they could find a job—has shrunk by one-
third since 1994, the earliest year for which comparable data are avail-
able. Discouraged workers are not counted in the labor force and there-
fore are not captured in the official unemployment rate. However,
because there are so few discouraged workers, redefining the unemploy-
ment rate to include them as unemployed increases the unemployment
rate by no more than 0.4 percentage point (see Chart 3-1).

Much of the growth in employment reflects an increase in the share
of women looking for and finding jobs. More women than ever before
have joined the labor force: among women aged 25-64, 72.4 percent
were working or seeking work in 1998, up from 70.2 percent in 1993
and 33.1 percent in 1948. The labor force participation rate among
men aged 25-64 gradually declined during the 1960s and early 1970s,
but it has remained steady at about 88 percent ever since.

A tight labor market in a high-employment economy means that
more men and women who are looking for jobs are finding them, and
finding them faster. Those unemployed in 1998 had been searching for
work an average of 14.5 weeks, down from 18.8 weeks in 1994, the ear-
liest year with comparable data. The average length of a spell of unem-
ployment is sensitive to the number of those undergoing long spells. In
1998, 14.1 percent of the unemployed had been searching for a job for
over 27 weeks, far below the 1994 figure of 20.3 percent. By contrast,
the share of those unemployed for less than 15 weeks rose from 64.2
percent to 73.6 percent during the same period.

WAGES

One of the best documented labor market trends of the past few
decades has been the decline in real wages among men. According to
the Current Population Survey (CPS; see Box 3-1 for a description of

Box 3-1.—Sources of Wage Data

This chapter uses several different sources of data on wages.
The Bureau of Labor Statistics (BLS) of the Department of Labor
publishes estimates derived from monthly surveys of both house-
holds and establishments: the CPS, which surveys about 50,000
households, and payroll records reported by about 390,000 estab-
lishments representing the nonfarm sector. Earnings data tabu-
lated by the BLS from the household data usually describe the
median weekly earnings of full-time workers aged 16 and over.
However, because significant portions of the populations of inter-
est in much of this chapter often do not work full time, in many
cases the Council of Economic Advisers has made special tabula-
tions of wages including all workers aged 16 and over—part-time
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Box 3-1.—continued

as well as full-time—in the CPS data. Unless otherwise specified,
this is the population referred to in this chapter.

All of the Council’s tabulations use the merged Outgoing
Rotation Group (ORG) files of the CPS, which include a subset
(25 percent) of the full CPS sample who are asked about their
earnings and hours on their current job each month. In the ORG
data, hourly wages are measured by dividing usual weekly earn-
ings by usual weekly hours, both as measured on the individual’'s
main job. All wage data are presented in real 1997 dollars, adjusted
for inflation using the CPI-U-X1 (the urban consumer price index
with rental equivalence).

This chapter also uses BLS establishment data, collected from
businesses and State and local governments. From these data are
derived estimates of average weekly earnings and hours worked
for production and nonsupervisory workers. In addition, the
employment cost index (ECI), also constructed from establish-
ment data, measures total compensation paid to workers, includ-
ing both wages and salaries and the cost of benefits such as health
plans. Fixed industry weights are used to ensure that the ECI
reflects only changes in compensation, not shifts in employment
across industries and occupations. The CPS wage data and aver-
age weekly earnings of production and nonsupervisory workers do
reflect these shifts, as well as wage trends within industries and
occupations.

the data), between 1979 and 1993 the median real wage for men fell by
11.1 percent (Chart 3-2). However, progress has been made since 1996:
the median real wage for men rose 1.7 percent in 1997 and 2.3 percent
in 1998. Women experienced slightly stronger real wage growth in 1997
of 1.9 percent, but their wages were flat in 1998. Other measures of
compensation show similar increases. Data reported by establishments
(businesses and government agencies; the CPS data cited above are
from surveys of households) show that, after stabilizing in the early
1990s, real hourly earnings of production and nonsupervisory workers
have risen by 5.4 percent since 1993. The employment cost index (see
Box 3-1) shows that total compensation (wages and salaries plus bene-
fits) per worker increased by 2.2 percent in real terms from the third
quarter of 1997 to the third quarter of 1998. Employers’ wage and
salary costs in that period rose by 2.7 percent and benefit costs (health
insurance, paid leave, supplemental pay, retirement benefits, and the
like) by 1.2 percent. Establishment data also show that the average
workweek for production and nonsupervisory workers continued to
hover between 34.4 and 34.8 hours, as it has since the mid-1980s.
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Chart 3-2 Median Hourly Wages of Men and Women Aged 16 and Over
Men's wages generally declined between 1979 and 1993, but have risen in more
recent years. Women's wages have risen steadily.
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DISADVANTAGED GROUPS

A strong labor market is particularly important to less advantaged
groups in the labor market, such as workers with less education,
younger workers, racial and ethnic minorities, and immigrants. The
unemployment rates of these groups typically swing up and down
more than the average during expansions and recessions. When
employers find it hard to fill vacancies, they are more willing to hire
and train workers whom they might pass over when they have fewer
openings and an abundance of applicants.

For the same reason, a tight labor market can also pull up wages for
disadvantaged workers. When labor is scarce, these workers can com-
mand better pay than at other times. The current expansion is espe-
cially important for disadvantaged workers given their experience
from the late 1970s to the early 1990s, when wage inequality grew and
less skilled groups faced persistently declining wages, on average.

The reasons for these wage declines and the rise in inequality that
accompanied them were discussed in the 1997 Economic Report of the
President and are still being debated, but it seems clear that demand
for highly skilled workers has been expanding faster than supply,
whereas demand for less skilled workers has declined even faster than
supply. Even though the fraction of the population without a high
school diploma has shrunk, as older, less educated cohorts have retired
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and been replaced by younger, more educated ones, the number of jobs
available to high school dropouts shrank even faster from the late
1970s to the early 1990s. An important explanation is technological
change in manufacturing, as a result of which the manufacturing
sector requires fewer workers to produce more output than in the
past. Competition from lower wage, low-skilled labor in other countries
may also have been a factor, although most studies find that techno-
logical change is more important than increased international trade in
explaining the declining demand in the United States for workers
with no more than a high school diploma. Meanwhile, employment has
expanded dramatically in the financial, professional, and business
services industries, where most jobs require a college education or
beyond.

Unions have historically helped less educated workers obtain higher
wages than they could get otherwise. As employment in the highly
unionized goods-producing, transport, and utilities industries has
declined as a share of the work force since the 1950s, however, so has
union membership. Like the American economy in general, the labor
market has become more competitive in recent decades, with compen-
sation and job security more often determined by market forces than
before. This has benefited many American workers who were in a
position to take advantage of the new job opportunities, but it has been
hard on less skilled workers at the lower end of the wage distribution.

The Administration’s efforts to keep the economy expanding and to
make work pay have been particularly important to these workers. Not
only is the overall labor market performing at record levels, but sever-
al groups of workers who had been experiencing low employment
rates, declining wages, and high rates of unemployment have begun to
show marked improvements. These groups include low-wage workers,
workers with less than a college education, blacks and Hispanics,
immigrants, and single mothers.

LOW-WAGE WORKERS

It is well established that workers at the lower end of the wage dis-
tribution have not fared well in recent decades: from the late 1970s
through the early 1990s, the purchasing power of their wages declined.
Between 1979 and 1993 the real hourly wages of male and female
workers (including part-timers) at the 10th percentile of the wage dis-
tribution fell by 14.8 percent and 15.8 percent, respectively (Chart 3-3).
More recently, however, these lowest paid workers have seen signifi-
cant gains. Real hourly wages for men 16 and older at the 10th and
20th percentiles have increased by about 6 percent since 1993, with
especially large gains in the past 2 years. One might expect the earn-
ings of low-wage women to have declined in recent years as supply
expanded when a large number of them left welfare and entered the
labor force. But on the contrary, wage increases for women were
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Chart 3-3  Hourly Wages of Low-Wage Workers Aged 16 and Over
During the 1980s, wages declined for men and women at the 10th and 20th percentiles
of the wage distribution, but significant gains have occurred since 1993.
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significant, with wages for those at the 20th percentile increasing by
4.7 percent since 1993.

These gains have not been confined to the lower end of the wage dis-
tribution. Real hourly earnings of the median male worker have
increased by 3.6 percent since 1993, while those of the highest earning
men and women (measured at the 90th percentile; these data are not
shown in the chart) have increased by 6.4 percent and 6.2 percent,
respectively.

LESS EDUCATED WORKERS

Education is a key determinant of labor market success, and much of
the decrease in real wages for low-wage workers over the past two
decades may be due to changes in the economy that have placed
increasing value on skilled labor. The shift from goods-producing
industries to services and to a more technology-intensive workplace
has increased the premium on education, and particularly on workers
who have at least a bachelor’s degree. In this new economic environ-
ment it is important to monitor the progress of those with less educa-
tion, who risk missing out on gains in the economy as a whole. During
the current economic expansion, however, those with less education
appear to be sharing in the benefits of the tight labor market in a num-
ber of ways.

Since 1993 the strong labor market has sharply reduced unem-
ployment rates for workers at all levels of educational attainment.

105



Particularly interesting, however, are changes in the employment-to-
population ratio for people with different levels of attainment. As
Chart 3-4 shows, high school dropouts have experienced a much larger
relative increase in their employment rate than have workers with more
education. This increase is the joint result of increased labor force
participation among dropouts and decreased unemployment among
those dropouts who are in the labor force. The economy created enough
low-skilled jobs to employ a larger share of the dropout population,
which is shrinking as more-educated younger cohorts replace older ones.
Chart 3-4 shows the results for men and women combined, but looking
at men and women separately yields the same qualitative result.

Chart 3-4 Percent Change in Employment Rate by Level of Education, 1993-1998
Among persons aged 25 to 64, high school dropouts have experienced a larger relative
increase in their employment rate since 1993 than those with more education.
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Workers with less education are not only experiencing employment
gains; they are also beginning to share in wage gains. From 1993 to
1998, male high school graduates aged 20 and over without any college
attendance experienced a real increase in their median wage of 2.8 per-
cent. Although small, this was an improvement over their experience
from 1979 to 1993, when their median wage fell by 21.8 percent. In 1998
the median real wage of male high school dropouts aged 20 and over
finally increased, for the first time since at least 1979, by 7.0 percent.

Although, as these numbers show, both the employment and the
earnings of workers with less education have been improving, educa-
tion remains a key determinant of labor market outcomes. The fiscal
1999 budget passed by the Congress contained a down payment for the
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Administration’s initiatives to reduce class size by hiring 100,000 new
teachers. The Administration has also encouraged both young people
and adults to pursue further education and job training. The new
GEAR UP program, for example, provides mentors to disadvantaged
students preparing for college, and the new HOPE Scholarship tax
credit provides up to $1,500 for the first 2 years of college or vocational
school. Also, in 1998 the Administration obtained an increase both in
total funding for Pell grants, to $7.7 billion, and in the maximum
grant, from $3,000 to $3,125. These grants provide financial aid to
undergraduates on the basis of need.

For fiscal 2000 the Administration is proposing substantial changes
to America’s schools. Measures in the President's budget will hold
teachers, schools, and students more accountable for educational out-
comes; will reduce class size; will provide for building and renovating
public schools; and will recruit outstanding new teachers. The Presi-
dent has asked the Congress to expand on the $1.2 billion down pay-
ment made last year to reduce class size in the first three grades to a
national average of 18. The Administration has proposed new Federal
tax credits as incentives to help States and school districts build new
public schools and renovate existing ones. The President’s budget con-
tains a series of new initiatives and funding increases to help recruit
well-prepared people to teach where they are most needed, in high-
poverty urban and rural communities. In addition, the President is
proposing to help the more than 44 million adults who perform at the
lowest level of literacy to acquire reading and writing skills. His bud-
get would, among other things, establish a 10 percent tax credit for
employers who provide workplace education programs for their
employees who lack basic skills.

BLACKS AND HISPANICS

After years of decline, the real wages of black men began to increase
in 1993; they have risen by 5.8 percent since 1996 alone. Black women
and Hispanic men and women have also experienced recent gains
(Charts 3-5 and 3-6). Because blacks and Hispanics are disproportion-
ately represented in the lower end of the wage distribution, the long-
run trends in their wages are similar to those for low-wage workers
generally. Both of these minority groups have less education on aver-
age than the rest of the work force, and Hispanics are younger on aver-
age. When the real wages of workers without a college education start-
ed declining in the 1970s, the median real wages of black and Hispanic
men started declining as well. In the last few years, however, their
wages have been rising.

Employment opportunities are also expanding for minorities. The
unemployment rates for blacks and Hispanics in 1998 were the lowest
ever recorded, and were 4.1 and 3.6 percentage points lower, respec-
tively, than in 1993. But minority unemployment is still unacceptably
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Chart 3-5 Median Hourly Wages of Men Aged 16 and Older by Race and Ethnicity
After years of decline, wages have risen for white and black men since 1993 and for

Hispanic men since 1995.
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Chart 3-6 Median Hourly Wages of Women Aged 16 and Older by Race and Ethnicity

Black and white women now earn their highest wages ever, and wages of Hispanic

women have increased recently.

1997 dollars
16
14 -
12 - -
' White non-Hispanic )
10 -
Black non-Hispanic
L ]
- —_— — — — — — T — —_— /
gL — >\-—// -
_— /’\/;—/\/\/
3 Hispanic 1
N
o'l/l P R S T R R N SR T | L1 1 \I‘
1979 1982 1985 1988 1991 1994 1997

Note: Sample includes part-time as well as full-time workers.

Source: Council of Economic Advisers tabulations of Current Population Survey data.

108



high, at 8.9 percent for blacks and 7.2 percent for Hispanics in 1998,
compared with 3.9 percent for whites.

The tight labor market of the 1990s appears to be helping even
young minority workers, who suffered greater wage declines than oth-
ers in the 1980s and who typically have extraordinarily high unem-
ployment rates. By 1998 the unemployment rate among black youth
aged 16-24 was 20.7 percent, lower than in any year since the data
series began in 1973. And the unemployment rate among young His-
panics aged 16-24 dropped 3.7 percentage points between 1993 and
1998 (Chart 3-7). Moreover, the median real wages of young black
males aged 16-24 rose by 6.2 percent in 1998 alone.

Chart 3-7 Unemployment Rates of Persons Aged 16-24 by Race and Ethnicity
Unemployment rates among young people have fallen since the early 1990s, although
blacks continue to have more than twice the unemployment rate of whites.
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IMMIGRANTS

Foreign-born workers often face challenges in the labor market that
native-born workers do not: weaker English skills, a lack of networks
for finding jobs, and unfamiliarity with American institutions and
workplace culture sometimes create barriers to their obtaining good
jobs. Foreign-born workers, including those from Mexico and Central
America (who account for about 30 percent of new immigrants since
1980), are less likely to have completed high school than are American-
born workers. However, there is wider variation in educational attain-
ment among immigrants than among natives; whereas many immi-
grants have minimal schooling, many others have completed college.
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In fact, in 1990 immigrants and natives were equally likely to have a
college degree.

A worrisome trend has been the decline in relative educational
attainment and wages of successive cohorts of immigrants over the
past few decades. Although educational levels have risen across suc-
cessive cohorts since 1960, they have not kept up with the educational
attainment of natives. Immigrants who entered in the late 1980s are
much more likely to lack a high school diploma than persons born in
the United States. However, during the past 4 years, immigrants have
clearly been sharing in the labor market benefits of the economic
expansion, particularly through reduced unemployment rates.
(Comparable data are not available for earlier years of the CPS
because the CPS did not collect data on country of birth until 1994.)

Unemployment rates decreased from 1994 to 1998 throughout the
working population, but immigrants have experienced especially large
declines (Chart 3-8). Particularly striking is the narrowing of the gap
in unemployment rates between native-born workers and those born in
Mexico and Central America. This trend has been coupled with steady

Chart 3-8 Unemployment Rates by Nativity
The gap in unemployment rates between natives and foreign-born persons has narrowed
since 1994.
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levels of labor force participation for men in this group and a small
increase among women. As a result, employment rates for both males
and females from Mexico and Central America have increased. A rising
share of these workers are also working full time.
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Certain groups of immigrants are also earning more. Since 1995 the
median real wage of Mexican- and Central American-born immigrants
has risen, by a total of 6.8 percent for men and 3.8 percent for women.
This is particularly encouraging because one might expect the contin-
uing addition of low-wage new entrants to the population of Mexican-
and Central American-born immigrants to depress the group’s median
wage, even though individual immigrants’ wages tend to increase with
time in the United States. In fact, because entrants since 1995 are like-
ly to have below-median wages and are included in the pool used to
calculate the median wage in 1998, wages for Mexican- and Central
American-born immigrants already employed in the United States in
1995 have probably risen by even more than the median for the group
overall. The increases in the minimum wage in 1996 and 1997, as well
as the President’s proposed $1-per-hour increase over the next 2 years
(Box 3-2), are especially important for large numbers of these
immigrants, whose wages are at or near the minimum.

Box 3-2.—Increasing the Minimum Wage

On October 1, 1996, the minimum wage was raised from $4.25
to $4.75 an hour. It was again increased to $5.15 an hour on Sep-
tember 1, 1997. These were the first increases in the minimum
wage in 5 years, during which its real value had fallen by 15 per-
cent. The President has proposed to increase the minimum wage
further, by $1 per hour over the next 2 years.

As Chart 3-3 shows, the wages of low-wage workers have
increased markedly since 1996, and the recent increases in the
minimum wage are likely to explain some of this rise. It has been
estimated that almost 10 million workers benefited from the
recent minimum wage hikes. Some have suggested that much of
the benefit from a higher minimum wage goes to teenagers from
well-off families, but in fact most minimum wage workers are
adults from lower income families, and their wages are a major
source of their families’ earnings. Among workers who were earn-
ing between $4.25 and $5.15 an hour just prior to the 1996
increase, 71 percent were aged 20 or older, 58 percent were
women, and one-third were black or Hispanic. Almost half (46 per-
cent) of the affected workers worked full time, and most lived in
low-income households. Over half the benefits from the higher
minimum wage went to households in the bottom 40 percent of
the income distribution. In 1997 the earnings of the average min-
imum wage worker accounted for 54 percent of his or her family’s
total earnings.

A potential side effect of increasing the minimum wage is a
reduction in employment: with low-wage labor more expensive,
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Box 3-2.—continued

some firms may hire fewer workers. Many studies have examined
this issue, and the weight of the evidence suggests that modest
increases in the minimum wage have had very little or no effect on
employment. In fact, a recent study of the 1996 and 1997 increases,
using several different methods, found that the employment
effects were statistically insignificant. Moreover, the unemploy-
ment rates of black teenagers and high school dropouts—two
groups of workers most likely to be affected by the wage hike—are
lower today than they were just prior to the increases.

Increases in the minimum wage and expansions in the earned
income tax credit reinforce each other. Among low-wage workers,
the joint effect of these changes has been a substantial increase in
income. Between 1993 and 1997 the inflation-adjusted minimum
wage rose by 9 percent, while the maximum payment under the
earned income tax credit rose by 38 percent for one-child families
(116 percent for two-child families). For families with one earner
working full time at the minimum wage, the combination of higher
earnings and a larger tax refund would have raised total income
by 14 percent if the family had one child, and by 27 percent for a
family with two or more children. As a result of these policy
changes, one- and two-child families with a single full-time
minimum wage worker now earn enough to escape poverty.

SINGLE MOTHERS

The percentage of children living in single-parent families, usually
with a single mother, has risen sharply over the past few decades. The
share of all families (defined as households in which one or more per-
sons live with children of their own under age 18) that were headed by
a single parent increased from 13 percent in 1970 to 32 percent in
1998. The majority of these families rely heavily on the mother’s labor
earnings; therefore, the labor market opportunities available to these
mothers are critical for their families’ economic well-being.

The labor force participation rate of single mothers aged 16-45 has
been climbing since 1993, after remaining essentially flat for many years
(Chart 3-9). In just the 4 years from 1993 to 1997, their participation rate
increased by 8.7 percentage points, from 75.5 percent to 84.2 percent.

What caused this unusually large rise? The expansion of the earned
income tax credit (EITC; Box 3-3) seems to have contributed. During
the same 4 years the real value of the maximum EITC payment
increased by 38 percent for workers with one child, including single
mothers, and by 116 percent for those with two or more children.
In contrast, the proportion of single women without children who
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Chart 3-9 Labor Force Participation Rates of Single Women

The share of single mothers in the labor force has increased dramatically since 1993,

due in part to increases in the earned income tax credit (EITC).
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participated in the labor market—who became eligible for only a very
small credit in 1994, if their earnings were very low—did not change
over this period. As Chart 3-9 shows, the difference in labor force par-
ticipation rates of single women with and without children has closely
tracked growth in maximum EITC benefits.

One recent study concluded that as much as 60 percent of the
increase in employment of single mothers since 1984 was attributable
to expansions in the EITC. For the period between 1992 and 1996 the
EITC explains 33 percent of the increase in annual employment among

Box 3-3.—The Earned Income Tax Credit

The EITC is a tax credit for low-income workers designed to
reduce their overall tax burden. The credit is refundable; that is,
workers can receive the full amount to which they are entitled
even if it exceeds the income tax they owe. Workers apply directly
to the Internal Revenue Service for the EITC and generally
receive the credit as part of their tax refund.

Only families with a working member are eligible for the EITC,
and the amount depends on the family’s labor market earnings.
For example, a worker with one child will receive a credit of 34
cents per dollar of 1998 earnings, up to a maximum of $2,271. A
family with two or more children gets 40 cents per dollar up to a
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Box 3-3.—continued

maximum of $3,756 (Chart 3-10). Childless workers aged 25-64
with earnings under $10,030 are eligible for a much smaller cred-
it of less than 8 cents per dollar up to a maximum of $341. For all
eligible workers the credit remains at the maximum over a range
of earnings and then is gradually phased out.

The EITC was significantly expanded under the Omnibus Bud-
get Reconciliation Act (OBRA) of 1993. Before the 1993 law was
passed, eligible working parents received just 19 to 20 cents for
each dollar earned up to the maximum. OBRA 1993 increased the
maximum credit for families with two or more children by over
$1,500 (in 1998 dollars) and extended eligibility to families with
incomes up to $30,095—about $3,600 more than under previous
law. These expansions have resulted in significant increases in the
labor force participation of single mothers.

A large proportion of families eligible for the EITC—81 to 86
percent in 1990—have claimed the credit. About 19.8 million
workers are expected to claim the credit in tax year 1998, receiv-
ing an average of $1,584. About 16.4 million of these claims will be
for workers living with children; these families will receive an
average credit of $1,870.

The EITC is targeted to families living in poverty, with the goal
of lifting their income above the poverty line. The latest estimate
from the Bureau of the Census shows that the EITC lifted 4.3 mil-
lion persons—workers themselves and their family members—out
of poverty in 1997, more than twice as many as in 1993. Just over
half (2.2 million) of these were under the age of 18, and 1.8 million
were living in families headed by unmarried women. Updates by
the Council of Economic Advisers of analyses reported in the 1998
Economic Report of the President find that over half the decline in
child poverty between 1993 and 1997 can be explained by changes
in taxes, most importantly in the EITC. The EITC enabled about
1.1 million blacks and nearly 1.2 million Hispanics to escape
poverty in 1997. These statistics make it clear that the EITC has
become a major weapon in the fight against poverty.

this group. A second study examined the 1986 EITC expansion, which
was more modest than the 1993 expansion, and found that it, too, sig-
nificantly increased labor force participation among single mothers,
especially those with less education. Still another study, looking at the
effects of the EITC on all eligible families, found that the 1993 expan-
sion could account for an increase in labor supply of 19.9 million hours
by 1996 and induced an estimated 516,000 families to move from
welfare into the work force.
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Chart 3-10 The Earned Income Tax Credit in 1993 and 1998
The EITC has been expanded considerably since 1993, with the maximum credit
increasing by over $2,000.
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Other factors also contributed to the increase in labor force partici-
pation among single mothers. Changes in the welfare system, culmi-
nating in the enactment of the Personal Responsibility and Work
Opportunity Reconciliation Act (PRWORA) in 1996, were very impor-
tant. PRWORA replaced the Aid to Families with Dependent Children
(AFDC) program with Temporary Assistance for Needy Families
(TANF), which made most Federal welfare assistance dependent on
work effort and limited the lifetime duration of assistance. Before
PRWORA was passed, States had been experimenting with work
requirements and time limits under waivers of the Federal rules gov-
erning AFDC since the early 1990s. Even before that, States had been
changing their formulas for calculating AFDC benefits in ways that
made it more worthwhile for low-income single mothers to work. It has
been estimated that changes in the welfare system account for about
30 percent of the increase in employment of single mothers between
1984 and 1996, and at least 20 percent of the increase between 1992
and 1996. PRWORA is discussed further below.

Expansions of Medicaid coverage to low-income children who were
not eligible for AFDC removed another disincentive to their mothers’
working. Expansions of training and child care programs for low-
income workers also encouraged these women to work. These factors
played a much smaller role than did the EITC and welfare reform,
however. Finally, the tighter labor market has made employers more
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willing to hire welfare recipients and has made it easier for all single
mothers to find jobs in recent years.

OVERCOMING DISADVANTAGES IN THE LABOR
MARKET

The last several years have seen the gains from the ongoing economic
expansion distributed throughout the population, reaching groups that
had previously been left out. Low-wage workers, high school dropouts,
blacks, Hispanics, immigrants, younger workers, and single mothers
have all enjoyed better labor market outcomes. Administration policies,
most importantly the expansion of the EITC and the increases in the
minimum wage, along with efforts to keep the overall economy growing,
have played a central role in achieving these successes.

However, members of these disadvantaged groups are still much
more likely than other workers to be unemployed, and when they do
find a job, they still earn lower wages than other groups. A competitive
labor market is a two-edged sword. Although competition is the most
efficient way to allocate labor and get goods produced at lower cost, it
may result for some in wages that fail to ensure an adequate income.
Competitive market forces produced an increasingly unequal distribu-
tion of earnings from the late 1970s into the early 1990s, so that some
people found it difficult, even by working hard, to support their families.

Government can mitigate these undesirable side effects of labor
market competition. Beyond its emphasis on education, this Adminis-
tration has responded to the problem of low wages for the less skilled
by expanding the EITC and raising the minimum wage, as described
in Boxes 3-2 and 3-3. The Administration will continue to address this
concern by designing policies that make work pay, improve education,
and expand opportunities for education and job training, as described
previously in this chapter. Moreover, the President’s fiscal 2000 budget
proposes an $84 million increase in funding for civil rights enforce-
ment, including $14 million for an Equal Pay Initiative at the Equal
Employment Opportunity Commission and the Department of Labor.

BENEFITS TO SOCIETY OF ASTRONG LABOR MARKET

Better employment opportunities and higher wages are obviously
good for workers individually. But today’s strong labor market is
enhancing the well-being of the whole of American society in ways that
are less obvious. One way is by easing the implementation of the 1996
welfare reform act; another is by reducing crime.

WELFARE REFORM

It has been 2% years since the President signed the Personal
Responsibility and Work Opportunity Reconciliation Act into law,
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initiating dramatic changes in the Nation’'s welfare system. Welfare
assistance is how work-focused and time-limited: with few exceptions,
Federal welfare assistance is strongly linked to the recipient’s efforts to
find a job. Adults cannot receive aid for more than a total of 5 years
during their lifetime, and in some States the maximum is even less.
PRWORA shifted greater responsibility for welfare management to
States and localities, many of which have responded quickly by
redesigning and implementing their own welfare programs. In most
States this effort builds on reforms initiated under waivers approved
by this Administration before PRWORA was passed.

Welfare case loads have fallen dramatically since PRWORA was
enacted in August 1996 (Chart 3-11). Moreover, this reduction has been
experienced nationwide, with every State except Hawaii and Rhode
Island posting double-digit percentage reductions in case loads. The
national case load peaked in 1994, and since that time it has declined
by 42 percent; in 17 States the case load in September 1998 was less
than half what it had been in March 1994.

Chart 3-11 Welfare Participation and Unemployment
The percent of the population on welfare has declined dramatically since 1994.
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What caused this unprecedented case load reduction? Case loads
normally fluctuate with the business cycle, rising in periods of high
unemployment and declining when unemployment is low, as it is today.
Chart 3-11 illustrates the relationship between labor market
opportunities and welfare participation over the past three decades.
When unemployment increased in the early 1970s, so, too, did welfare
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participation. The renewed increase in welfare participation in the late
1980s and early 1990s, as well as the decline that began in 1994, also
corresponded with changes in employment opportunities during these
periods.

Other evidence suggests that in the current expansion many busi-
nesses are coming to see welfare recipients as an untapped source of
employees. In a 1998 survey of 400 businesses that are members of the
Welfare to Work Partnership (Box 3-4), 71 percent stated that they or
their industry faced a labor shortage, and that the tight labor market
was one of the main reasons they were hiring welfare recipients. More-

Box 3-4.—The Welfare to Work Partnership

At the President’s urging, the Welfare to Work Partnership was
launched in May 1997 to lead the national effort to encourage
businesses to hire people from the welfare rolls. Founded with five
participating businesses, the partnership grew to include 5,000
businesses within 1 year; it currently has a membership of 10,000.
In 1997 the 3,200 businesses then participating hired an estimated
135,000 welfare recipients.

An important goal of the partnership is to increase awareness
within the business community that welfare recipients are pro-
ductive potential employees. A survey of Michigan firms suggests
that lack of such awareness may be an important barrier to some
businesses: among firms that said they had been contacted by the
Michigan employment agency and informed about the advantages
of hiring from the welfare rolls, the majority had subsequently
hired at least one welfare recipient. To overcome the awareness
barrier, the partnership provides outreach, technical assistance,
and support for hiring welfare recipients through a variety of
channels, including a toll-free number, a World Wide Web site, a
“Blueprint for Business” manual, and a guide to retaining welfare
workers.

Many firms realize that welfare recipients are a pool of good
potential workers, and the partnership has helped firms learn
how to locate and identify them. In fact, in a survey of partnership
firms who have hired former welfare recipients, 76 percent report-
ed that these workers were “good, productive employees.” The
tight labor market has motivated many firms to consider hiring
welfare recipients, but the hope is that the efforts of the partner-
ship and the employment emphasis of PRWORA have built a rela-
tionship between employers and welfare offices that will endure
into leaner times. If so, firms will continue to tap into the pool of
reliable employees on the welfare rolls even after their hiring
pressures ease.
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over, the tight labor market is most likely causing employers to expand
efforts to invest in and retain current workers, including former wel-
fare recipients. The skills and job experience that former welfare recip-
ients are accumulating during this expansion may be a lasting benefit.

However, the trend in welfare participation does not always match
that in unemployment, most notably when other important changes
are taking place, including changes in welfare benefits and in family
structure, as well as policy reforms. Indeed, welfare participation did
not increase during the recession of the early 1980s. It is difficult to
determine how much each of several factors—the economy, program
reforms, and other factors—has contributed to the recent case load
decline. An analysis by the Council of Economic Advisers that exam-
ines these competing factors finds that a 1-percentage-point decline in
the unemployment rate in each of 2 successive years is associated with
roughly a 4 percent decline in the case load in the second year. Other
studies have corroborated this finding. Applying this estimate to the
change in the unemployment rate between 1994 and 1998 indicates
that the improvement in the labor market can explain an 8.3 percent
drop in welfare case loads. Given that the national welfare case load
actually fell by 42.3 percent during this period, it appears that
improved labor market conditions were responsible for roughly one-
fifth of that decline. Similar analyses indicate that the share of the
decline since 1996 that can be explained by the strength of the econo-
my is much smaller, reflecting the importance of other changes, espe-
cially welfare reform. This result builds on the Council’s analyses,
which show that welfare reform achieved through State waivers
played an important role in the case load reductions of the mid-1990s.

The case load reduction, combined with fixed block grant funding
under PRWORA, has translated into greater resources for States and
localities. The amount of the Federal welfare grant given to each State
is now fixed (with some exceptions) and guaranteed, typically at the
level of funding that the State received in 1994. As a result, States
receive more Federal assistance today than they would have under the
AFDC program, under which Federal transfers decreased as the case
load fell. It has been estimated that, in 1997, 46 States had more wel-
fare resources at their disposal—State and Federal dollars combined—
under PRWORA than they would have had if the old system had been
maintained. The difference nationwide was $4.7 billion, with a median
difference across all States of $44 million, or 22 percent.

States are using these expanded resources in a variety of ways.
Some have enhanced investment in services such as child care, trans-
portation, and substance abuse treatment for those who remain on
welfare, many of whom face multiple barriers to employment. Other
States are expanding support for welfare recipients who have gone to
work. In part because States have been unable to forecast case load
levels with any degree of accuracy, some States have a portion of their
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TANF grants in reserve at the Treasury. These States will be able to
draw upon these reserves should case loads once again increase or
should those remaining on assistance need more intensive and costly
services. Many States are responding by reducing their own contribu-
tion to welfare funding (but can do so by no more than the Federal
maintenance-of-effort requirement allows).

Although the additional resources have thus allowed States to con-
centrate on designing and implementing welfare reform, the expanded
resources come with greater responsibility and accountability. States
and localities now have many more decisions to make regarding their
welfare programs. Moreover, because the Federal block grant is fixed,
States bear most of the risk associated with a future rise in the case
load.

Since PRWORA's enactment, this Administration has pursued vari-
ous initiatives to enhance the welfare reform effort. The $3 billion Wel-
fare to Work Grants Program targets long-term, hard-to-employ wel-
fare recipients and noncustodial parents, helping them move into
lasting, unsubsidized employment. These resources can be used for job
creation, job placement, and job retention efforts. Most of the resources
are given directly to localities through private industry councils or
local work force boards. The Administration has proposed an addition-
al $1 billion for the Welfare to Work Grants Program in fiscal 2000.
The welfare-to-work tax credit is a credit to employers to encourage
them to hire and retain long-term welfare recipients. The credit for
each eligible worker hired is equal to 35 percent of the first $10,000 in
wages during the first year of employment, and 50 percent of the first
$10,000 in the second year.

The Congress fully funded (at $283 million) the President’s proposal
for welfare-to-work housing vouchers for fiscal 1999. The vouchers
may be used by welfare families to reduce a long commute or to secure
more stable housing to eliminate emergencies that keep them from
getting to work every day on time. Another important barrier facing
people who want to move from welfare to work—in cities and in rural
areas—is lack of transportation to jobs, training programs, and
child care centers. With the President’s leadership, the Transportation
Equity Act for the 21st Century authorized $750 million over 5 years to
address this problem.

CRIME

The incidence of crime can be related to many factors, both in the
individual and in the policy environment, but clearly one determinant
is conditions in the legal labor market. A person who has a good job
usually finds his or her time better spent in legitimate activities than
in committing crimes, and risks losing more income from incarceration
than does someone who is unemployed or earning low wages. Statistics
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show that crime rates have in fact been dropping since the current
economic expansion began: between 1991 and 1997, property crimes
and violent crimes per capita fell 16 percent and 19 percent, respectively,
and the total crime index dropped 17 percent.

Studies have found that unemployment is related to crime rates,
but that the effect tends to be modest and insufficient to explain
changes in crime rates over periods longer than the business cycle.
New studies suggest, however, that crime may be more strongly corre-
lated with wages than with unemployment. These studies find that
potential criminals are more likely to be influenced by longer term
prospects in the mainstream economy than by shorter term conditions,
and that wages are a better measure of these longer term prospects
than is the unemployment rate.

The new research shows that young men—the demographic group
most likely to commit crimes—respond to wage incentives. Declining
real wages during the 1980s and early 1990s appear to have influenced
the rise in crime rates. In particular, the decline in wages of less
skilled men between 1979 and 1995 is estimated to have increased
property crimes by 10 to 13 percent and violent crimes by about half
that amount. These findings are consistent with the idea that economic
incentives play a greater role in economically motivated crimes such as
burglary and robbery. In addition, because blacks have lower wages on
average than whites, about one-quarter of the racial difference in the
probability of committing a crime can be explained by the wage gap
between the races.

Falling wages therefore provide at least a partial explanation for
why property crimes did not fall much over the 1980s and early 1990s
as the proportion of 18- to 24-year-olds in the population declined. Of
course, other factors such as policing and sentencing practices also
affect crime rates. But the correlation between wages and crime sug-
gests that the current strong labor market and wage growth among
young men have helped reduce crime rates.

JOB DISPLACEMENT, TENURE, AND THE
CONTINGENT WORK FORCE

Popular accounts sometimes suggest that the relationship between
workers and firms is undergoing profound change. The contemporary
work environment, in this view, is characterized by more frequent
corporate downsizings and other job displacements, the disappearance
of lifetime employment, and the rapid growth of a “contingent work
force” that can no longer count on high and rising earnings and job
security. However, a growing body of research using nationally
representative data calls this picture into question.
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JOB DISPLACEMENT

Workers are considered displaced if they leave their jobs involuntar-
ily, because of a plant closing, insufficient or slack work, abolition of
their position or shift, or some other, similar reason. Since 1984 the
Bureau of Labor Statistics (BLS) has conducted a biennial, nationally
representative survey of workers who have been displaced from their
jobs sometime in the 3 years prior to the survey (in the early years of
the survey the period was 5 years). Data from the 1996 survey showed
job displacement to be unusually high given the overall strength of the
economy. Extrapolation of the survey'’s findings indicated that about 15
percent of the work force had been displaced at some time between
1993 and 1995. This figure was up from 12.8 percent in 1991-93,
despite a drop in the overall unemployment rate from 7.5 percent in
1992 to 6.1 percent in 1994 (Chart 3-12). This rise in job displacement
led some analysts to argue that the employer-employee relationship
had changed and that displacement was on a rising trend.

Chart 3-12  Job Displacement Rate

The displacement rate fell to 12 percent for the 1995-97 period, but it is still a third

higher than in 1987-89, when unemployment was about the same.
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University, 1998, and Department of Labor (Bureau of Labor Statistics).

Results from the 1998 survey, however, suggest that this interpreta-
tion may have been premature: that survey showed a substantial
decline in job displacement, to 12.0 percent for the 1995-97 period. All
major groups of workers experienced improvements: men and women,
younger and older workers, high school dropouts and college-educated
workers, and workers in manufacturing as well as those in professional
services. Nevertheless, the rate of job displacement in 1995-97 was still
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one-third higher than it had been in 1987-89, when the unemployment
rate was at a similar level.

Historically, between 30 and 42 percent of displaced workers were
not employed 1 to 3 years after losing their jobs. Thus it is encouraging
that this rate has fallen to 24 percent in the latest survey (Chart 3-13).

Chart 3-13 Outcomes After Job Displacement

Among displaced workers, the share not employed 1 to 3 years after losing their jobs
fell to 24 percent in 1995-97; losses in earnings reached a record low of 5.7 percent.
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In addition, reemployed workers typically earn less than they did in their
previous jobs. For example, one study of workers in the 1970s and 1980s
who had at least some earnings in the years after displacement finds an
average earnings decline of 29 percent in the year of displacement, which
subsequently shrinks to 10 percent. Here again the latest data are
encouraging: the reduction in weekly earnings among those reemployed
was only 5.7 percent in 1995-97, a record low, and earnings losses were
at or near record lows for workers of all levels of education.

JOB TENURE

Trends in average job tenure—the length of time a person stays with
the same employer—are often confused with trends in downsizing and
job displacement. In fact these trends may be quite different: because
many workers leave their jobs voluntarily, statistics on job tenure may
not accurately reflect rates of displacement. Yet much media attention
has focused on a purported disappearance of lifetime jobs, suggesting
that workers are holding jobs for shorter periods, and often implying
that these job terminations are more frequently involuntary. The
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evidence finds that the percentage of workers with long job tenure
(10 or more years) has declined somewhat. The share of workers aged
35-64 who have long job tenure fell by about 5 percentage points
between 1979 and 1996 but remains substantial at roughly 35 percent.
The decline in the percentage of long-tenured workers has occurred
across many segments of the population. Workers at all levels of
educational attainment have experienced similar rates of tenure
decline, and declines have occurred across industries and occupations,
narrowing gaps in average tenure that formerly prevailed between
occupations. The trends differ for men and women, however, and the
aggregate decline in the percentage of long-tenured workers masks an
increase among women. Accounting for part of the overall decline since
1979 in the percentage of long-tenured workers are shifts in the demo-
graphic, industrial, and occupational composition of the labor force.
Some of the decline is also due to the large number of new workers
that firms have hired during the current expansion. Obviously, the
addition of many workers with short job tenure by itself lowers the
median tenure in the work force.

Retention rates, which give the likelihood that a given worker will
remain with the same employer in the next year, are not complicated
by the changing rate at which new workers are hired. Analysis of
retention rates complements findings on the cross-sectional distribu-
tion of tenure over all workers. Workers with less than 2 years of
tenure had moderately higher retention rates in the mid-1990s than in
the late 1980s. On the other hand, retention rates appear to have
decreased among workers with longer tenure. Again, however, some of
these changes may be due to voluntary separation.

THE CONTINGENT WORK FORCE

Contingent employment is defined by the BLS as employment with-
out an implicit or explicit long-term contract. The BLS has conducted
two surveys of such employment. The first, in 1995, found that contin-
gent employment made up a relatively small share of total employ-
ment. The second, in 1997, found that that share was not increasing.
Using the BLS’s “middle” definition of contingency, about 2.4 percent of
the labor force (3 million workers) identified themselves as contingent
workers in February 1997, a slightly smaller share than in February
1995. This definition includes workers who say they expect to work
(and have worked) under their current arrangements for 1 year or less,
whether they are wage and salary workers, self-employed persons, or
independent contractors. In addition, it includes temporary help and
contract company workers if they have worked and expect to work for
the customer to whom they were assigned for 1 year or less.

Forty percent of contingent workers in 1997 were in so-called alter-
native work arrangements. They included independent contractors,
on-call workers, temporary help agency workers, and workers provided
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by contract firms; the remaining 60 percent were in “traditional” jobs.
None of these categories of contingent workers comprised more than
0.5 percent of the labor force.

Contingent and noncontingent workers were strikingly similar in
terms of educational attainment and race (Chart 3-14). Also, contin-
gent workers were employed in a wide variety of occupations, belying
the view that all contingent jobs are low-skilled jobs. However, contin-
gent workers include a relatively large proportion of very young work-
ers: 37 percent of contingent workers, but only 13 percent of noncon-
tingent workers, were less than 25 years old.

Chart 3-14 Characteristics of Contingent and Noncontingent Workers, February 1997
Contingent and noncontingent workers are similar in terms of educational attainment
and race. Contingent workers are more likely to be young and working part time.
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Forty-five percent of contingent workers were employed part time,
compared with only 18 percent of nhoncontingent workers. Contingent
workers also earned less: their median weekly earnings were only 53
percent of that of noncontingent workers, although differences in age
and hours worked appear to account for much of the earnings gap.
Regardless of age, however, contingent workers were less likely to be
offered health insurance or a pension plan by their employer.

Data from 1997 show that nearly half of all contingent workers
accepted their contingent jobs for personal reasons: because they want-
ed a flexible work schedule, for example, or because they were in
school or in training. Thus, although contingent work is not a matter of
choice for many people, it may allow others to balance their work and

125



their non-labor market activities. In fact, although 57 percent of
contingent workers stated that they would prefer a noncontingent job,
36 percent said they preferred contingency.

For contingent work to become widespread, of course, it must also
meet the needs of employers. Accordingly, a 1996 survey asked employ-
ers their reasons for using flexible staffing arrangements. (These
arrangements, which included hiring from temporary agencies, short-
term hires, regular part-time work, on-call arrangements, and contract
work, were most likely not all contingent jobs as defined above. But
most were probably either contingent jobs or alternative work arrange-
ments.) The most commonly cited reasons were fluctuations in work-
load and the need to cover absences of regular staff. Many employers
also said they hired from temporary agencies or took on part-time
workers as a means of screening candidates for regular jobs: 21 percent
of those using agency temporaries and 15 percent of those using regu-
lar part-time workers cited this reason as important. Savings on wage
and benefit costs were cited as important by only 12 percent of employ-
ers using agency temporaries, by 21 percent of those using regular
part-time workers, and by 10 percent of those using short-term hires
and on-call workers. Even so, the survey found that the hourly costs of
workers in flexible staffing arrangements were lower than those of
regular workers in similar arrangements, and that the savings were
primarily due to lower benefit costs.

MYTHS AND REALITIES

Nationally representative data on the employer-employee relation-
ship thus run counter to much current conventional wisdom. The last
several years have seen both a decline in job displacement and, for
those who are displaced, shorter spells of joblessness and a smaller loss
of earnings upon finding a new job. The disappearing lifetime job of
popular mythology is not to be found in the data, which instead show
only modest declines in job tenure. Moreover, contingent workers are
not disproportionately workers with little education, the wages they
earn are similar to those of noncontingent workers of the same age,
and contingent work has not become more prevalent in recent years. In
addition, the flexibility of the contingent arrangement appears to be a
significant benefit to many workers as well as to their employers. On
the other hand, job displacement remains relatively high given today’s
low unemployment rates, and contingent workers are much less likely
to receive pension or health benefits than are noncontingent workers.
These developments are part of the reason why this Administration
has expanded and redesigned Federal policies and programs of job
training, education, lifelong learning, and assistance to dislocated
workers—initiatives discussed in the next section.
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NEW DEVELOPMENTS IN JOB TRAINING AND
LIFELONG LEARNING

The Federal Government and the governments of the States provide
assistance to workers through a number of channels. Unemployment
insurance, job training, and reemployment services are cornerstones of
the worker support network, helping workers to identify job opportu-
nities and to retool, and providing financial support until they find
their next job.

In the face of a rapidly changing global economy and the increased
rewards to more highly skilled workers, this Administration has
sought to strengthen America’s work force development system and to
promote lifelong learning. In August 1998 the President signed the
Workforce Investment Act (WIA), which gives workers greater control
over their training, streamlines public employment and training ser-
vices, and makes all training providers more accountable for their ser-
vices. WIA establishes Individual Training Accounts, self-directed
accounts that allow workers more choice over their own training or
retraining. To help workers make informed decisions about which
training program is best for them, WIA also requires that training
providers report the performance of their graduates in terms of job
placement, earnings, and job retention. In addition, WIA establishes
universal access to core employment services, such as skills assess-
ment, career counseling, information about vacancies, job search
assistance, and follow-up services to assist in job retention.

WIA streamlines employment services through consolidation. The
Federal Government has set up partnerships with 48 States to build
systems of one-stop career centers, which provide convenient access to
a variety of training and employment programs under one roof. The act
requires each local area to have at least one one-stop center providing
job training, employment service activities, unemployment insurance,
vocational rehabilitation, adult education, and other assistance. More
than 800 such centers are already in operation.

WIA also strengthens accountability for States, localities, and train-
ing providers. States and localities will have to meet performance
goals for job placement, earnings of placed workers, and retention, or
else face sanctions. But if they exceed their goals, localities qualify to
receive State incentive grants. To become eligible for funds under WIA,
training providers must be certified under the Higher Education Act,
the National Apprenticeship Act, or the State procedure used by the
local Workforce Investment Board. To retain eligibility, each provider
must meet performance standards established by the local board. The
information that training providers must report on the performance of
their graduates will be available at the one-stop centers, allowing
potential trainees to make an informed choice among programs. This
in turn will make providers more responsive to trainees’ needs.
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The Administration is especially concerned about those whose
careers are interrupted by corporate restructuring, changes in govern-
ment policies, or turbulence in global markets. The Administration has
pushed to expand assistance programs for these dislocated workers,
helping to nearly triple funding for these programs to $1.4 billion
between 1993 and 1999. Under the Economic Dislocation and Worker
Adjustment Assistance Act (EDWAA), one of the funding streams con-
solidated under the WIA, the Administration provides grants to State
and local programs. They in turn decide who most needs assistance
and how best to provide services, which can include on-site rapid
response for announced plant closings, job search counseling and sup-
port, literacy courses, vocational education, and financial assistance
during training. In addition, the Trade Adjustment Assistance (TAA)
program, including a special transitional adjustment assistance provi-
sion under the legislation implementing the North American Free
Trade Agreement (NAFTA-TAA), continues to help those workers
whose jobs may be affected by competition from imports.

Workers are considered dislocated if they have lost their jobs and are
unlikely to return to their previous industries or occupations. Included
are those who have lost their jobs as a result of massive layoffs, plant
closure, natural disaster, or Federal action. Farmers and ranchers
hurt by general economic conditions, as well as the long-term unem-
ployed with limited opportunities in their original occupations, may
also qualify. (Note that the definition of “dislocated” is more narrow
than that of “displaced” workers, discussed above.) In program year
1998, over 600,000 of these dislocated workers will have participated
in the EDWAA program. In the program year that ended in June 1997,
71 percent of dislocated workers leaving the program were employed
and had earnings, on average, of $10.39 per hour, or 94 percent of their
previous wages. The Administration’s strong and continued support for
this program has also generated new funding for assisting trade-
impacted workers not formerly covered by TAA or NAFTA-TAA and for
buttressing the training system with innovative approaches for targeted
groups.

The lifetime learning tax credit, enacted in 1997, targets adults who
want to go back to school, change careers, or take a course or two to
upgrade their skills, as well as college juniors and seniors and gradu-
ate and professional degree students. The 20 percent credit applies to
the first $5,000 of a family’s qualified education expenses through
2002, and to the first $10,000 thereafter.

Information about job openings and potential workers is especially
important in a rapidly changing economy. America’s Labor Market Infor-
mation System, an Internet-based system that shares data on available
jobs (America’s Job Bank) and workers (America’s Talent Bank), has
been designed to meet this need. America’s Job Bank (located on the
World Wide Web at http:/mww.ajb.dni.us/) posts roughly 700,000 jobs on
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any given day and received over 6 million “hits” (individual job searches)
in July 1998 alone. America’s Talent Bank (http://www.atb.org) was fully
integrated with the job bank in May 1998, and as of July a total of
112,000 résumés had been posted with the service. In addition, workers
and employers can obtain information about the wages and employment
prospects of certain occupations across the country using America’s
Career InfoNet (http://www.acinet.org/acinet/).

These policies help ensure that all workers can find employment fol-
lowing a job loss, or improve their training and skills in order to move
up in the labor market. This Administration is committed to making
sure that the labor market benefits all workers, and that the benefits
of the current economic expansion are enjoyed by all.
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CHAPTER 4

Work, Retirement, and the
Economic Well-Being of the Elderly

JUST 50 YEARS AGO, the baby boom was getting under way, and
about 1 out of every 12 Americans was 65 or over. Today, about one out
of every eight Americans is elderly, and the oldest baby-boomers are
preparing for retirement. As the baby-boomers continue to age, the
elderly population will rise dramatically. It is projected that by the
time the youngest baby-boomers hit age 65, in 2029, almost 20 percent
of Americans will be elderly—about 2% times the proportion in 1950.

As America adjusts to this phenomenal demographic change, it is
important to assess the economic well-being and work decisions of the
current and the soon-to-be elderly. A review of statistics on the well-
being of older persons and the labor market outcomes of workers who
are approaching retirement age yields four important conclusions.
First, long-term trends in the labor force participation of older Ameri-
cans, both male and female, are changing. The century-long decline in
male labor force participation at older ages has leveled off since 1985.
More men aged 55-64 are continuing to work, often part time or in a
different occupation, after “retiring.” Meanwhile the share of women
aged 55-64 participating in the labor force has increased by almost 10
percentage points in the past 15 years.

Second, employer-provided pensions and health insurance are also
undergoing rapid change. The share of participants in defined-contri-
bution pension plans, such as 401(k) plans, is growing and the share in
defined-benefit plans shrinking. Employer-provided health insurance
coverage for retirees has also become less widespread, less generous,
and more expensive. These developments have many ramifications,
both for retirement incentives and for the incomes and living
standards of retirees.

Third, the economic status of the elderly as a group has improved
remarkably during the past three decades. Their poverty rate has
fallen to less than half what it was in 1970. In that year the elderly
were more than twice as likely to live in poverty as the nonelderly, but
today poverty is slightly less prevalent among the elderly than it is
among younger persons.

Finally, the elderly are a diverse group, which means that averages
can be quite misleading. In particular, although most elderly groups—
men and women, blacks and whites, older and younger elderly, single
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as well as married persons—have enjoyed economic progress, large
disparities in well-being prevail among these groups. The most recent
data show that just 4.6 percent of elderly married men, but 28.8
percent of elderly black women and 17.9 percent of elderly widows, live
in poverty. And whereas Social Security benefits account for at least
80 percent of income for 38 percent of all elderly households, another
9 percent rely on Social Security for less than 20 percent of their
income. Moreover, among those now approaching retirement age, over
10 percent have no financial savings whatsoever, and 30 percent have
less than $1,200, whereas the top 10 percent have over $200,000 in
financial assets. Over half of all blacks and Hispanics aged 51-61 have
no financial holdings.

POPULATION AGING, LIFE EXPECTANCY,
AND HEALTH STATUS

As we approach the 21st century, the confluence of a reduction in
fertility and improvements in longevity is causing the share of older
people in the population to rise. The total fertility rate—the number of
children that an average woman will bear over her lifetime—has
declined substantially since the turn of the century. This decline was
not a steady, uninterrupted one, however: a substantial increase in fer-
tility was associated with the baby boom of 1946-64. The total fertility
rate increased from 2.3 in 1940 to 3.8 at the peak of the baby boom in
1957. It then fell to 3.2 by the end of the boom, and today the total
fertility rate is about 2.0.

Life expectancy has risen throughout the 20th century. Americans
today are more likely than their parents and grandparents to reach old
age, and having reached that threshold they live a greater number of
years thereafter. In 1900, 65-year-old men and women had similar
remaining life expectancies, at 11.4 years and 12.0 years, respectively
(Chart 4-1). These figures had risen by mid-century to 12.8 years for
men and 15.1 years for women. The 1950s and 1960s saw substantial
gains in life expectancy for older women, but stagnation for older men.
Since the 1970s, however, strong gains have occurred for both sexes.
Current life tables indicate that 65-year-old men and women today can
expect to live an additional 15.7 years and 19.2 years, respectively. And
projections imply that life expectancy will continue to increase in the
next century.

The anticipated transition of the baby-boom generation into old age
has drawn attention to the aging of the population. The baby-boomers,
who are currently between the ages of 35 and 53, will begin to reach
age 65 by 2011. Chart 4-2 shows this bulge in the population, which
swelled the number of children and adolescents 30 years ago. This
group will reach retirement age over the next 30 years. Although the
growth rate of the elderly population will be very low between 1995
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Chart 4-1 Life Expectancy at Age 65

The number of years that Americans can expect to live after the age of 65 has increased
throughout the 20th century and is expected to continue increasing.
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Chart 4-2 Population of the United States by Age
Baby-boomers created a bulge in the population of children and adolescents 30 years ago
and will move into retirement ages over the next 30 years.
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and 2010 as a result of low fertility in the 1930s, that rate will more
than double in the following 20 years. Also as a result of the baby
boom, different age groups among the elderly will peak at different
times: those between 65 and 74 will peak at 38 million in 2030, and
those 75 to 84 will peak at 29 million 10 years later.

The “oldest old,” those aged 85 and over, are of particular concern
because of their high rates of poverty and institutionalization,
described below. This group will grow both in number and as a share of
the population, from about 4 million today to 18 million by 2050.
Accounting for about 1.5 percent of all Americans today, the oldest old
are projected to make up 23 percent of the elderly population and
about 5 percent of the overall population 50 years from now.

At the same time that the size of the elderly population is increasing,
its racial, ethnic, and gender composition will also change. In 1998 the
non-Hispanic white population accounted for the largest proportion of
elderly, and their number is projected to nearly double to 52.0 million by
2050. But the proportion of non-Hispanic whites in the elderly population
will decline as the numbers of elderly persons of other racial and ethnic
groups grow even faster, causing their proportion of the elderly popula-
tion to double (Chart 4-3). The elderly Hispanic population, for example,
is expected to grow to 13.8 million in 2050, or eight times what it was in
1998. In 1994, elderly women outnumbered elderly men by a ratio of 3 to
2 overall, and by 5 to 2 among those over 85. About half of elderly women
were widowed, more than three times the percentage for elderly men,
who were nearly twice as likely to be married.

Chart 4-3 Projections of the Population Aged 65 Years and Over
The share of the elderly population that is white, non-Hispanic is projected to fall by
about one-fifth between 1998 and 2050.
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Population aging is not just an American trend but a major global
phenomenon—a natural result of better health and nutrition and
lower fertility and mortality rates worldwide. Never before have so
many people in so many societies lived for so long. Yet as much as pop-
ulation aging is a natural result of the benefits of increased longevity
and survival among all age groups, it also represents a fundamental
shift in social structure that affects labor markets, family structures,
and the social contract among generations.

Increasing life expectancy does not automatically imply that health
status has improved. In fact, despite improvements in mortality at
older ages in the 1970s, some studies claim that the health status of
the elderly worsened during that period. But since 1980 the evidence
points to a decline in chronic disability among the elderly. In 1994 the
number of people aged 65 and older who were disabled (that is, who
had functional problems lasting 90 days or longer in dealing with var-
ious normal activities of daily living) was 14.5 percent (or 1.2 million)
lower than would have been expected if the age-specific chronic dis-
ability rates observed in 1982 had persisted. This decline was found to
have contributed significantly to reducing the rate of institutionaliza-
tion between 1982 and 1994. However, many older Americans still
require long-term care (Box 4-1).

Although disability rates have declined they are much higher in
lower socioeconomic groups. In 1993, for example, persons aged 50 and
over who had not graduated from high school tended to perform much
worse on four measures of physical functioning than did those who had
attended college.

OLDER WORKERS AND RETIREMENT

Retirement patterns have been changing over time in response to
changes in institutions and in the preferences and practices of employers
and workers. These changes are reflected in changing long-term trends
in the labor force participation of the elderly (that is, the proportion of
the older population who are either employed or looking for work),
particularly the decline in labor force participation rates of older men
during most of this century. Recent years, however, have seen a leveling
off of this decline. Since the mid-1980s, 55- to 64-year-olds in each year
have been just as likely to be in the labor force as those in the preceding
years. They have been more likely to work part time and less likely to
work full time, however. This section reviews these changing patterns of
retirement and their causes. It turns out that a variety of factors influ-
ence the timing of retirement, such as the rules governing pensions and
Social Security benefits, characteristics of jobs held by the elderly and
accommodation made to impaired elderly workers, and health insurance
coverage. The section concludes with a discussion of unemployment, job
loss, and tenure as experienced by the elderly.
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Box 4-1.—Easing the Burden of Long-Term Care

Like Social Security and Medicare, long-term care will become a
primary concern of baby-boomers as they approach retirement
age. In 1994 an estimated 2.1 million elderly living in the commu-
nity needed help because of problems with three or more activities
of daily living (such as eating, bathing, dressing, or moving
around) or because of a comparable cognitive impairment. That
number will rise as the population ages, and the fast-growing pop-
ulation of the “oldest old,” those 85 and older, is at greatest risk.

Much long-term care today is provided informally: about 65
percent of elderly persons living in the community and needing
long-term care assistance rely exclusively on unpaid sources, most
often family and friends. Surveys have found that 8 of every 10
caregivers provide unpaid assistance averaging 4 hours a day, 7
days a week. For many, such assistance competes with the
demands of paid employment. In addition, home and community-
based care requires substantial out-of-pocket expense, totaling
over $5 billion in 1995.

The Administration has proposed four initiatives to help relieve
the burden of families with members in need of long-term care.
The first is a tax credit of up to $1,000 for people of all ages with
three or more limitations in activities of daily living (or a compa-
rable cognitive impairment). Persons needing long-term care
themselves, or their family members who care for and house them,
can claim the credit, which phases out at incomes of $110,000

LONG-TERM TRENDS IN LABOR FORCE PARTICIPATION
AT OLDER AGES

Labor force participation rates for men 55 and older have declined
during most of the 20th century. For example, the participation rate of
men aged 55-64 fell from 89.5 percent in 1948 to 68.1 percent in 1998
(Chart 4-4). These trends in labor force participation are the result of
two factors: trends in retirement age and trends in longevity. The aver-
age retirement age depends on the retirement rate at each age, and
retirement rates have been increasing at younger ages and decreasing
at older ages. Consequently, the estimated median age of retirement
(defined as complete withdrawal from the labor force) for men declined,
from 66.9 years in the 1950-55 period to 62.1 years in 1990-95.

Early in this century, most men worked until they died or became
disabled, and both death and disability tended to occur at much
younger ages than today. Today more men live longer after retiring
than they did in earlier decades. Over the 1950-95 period, male life
expectancy at age 65 rose by 20 percent. This helped to reduce over
time the participation rate of men 65 and older, by increasing the
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Box 4-1.—continued

for couples and $75,000 for unmarried taxpayers. The credit
would provide financial support for about 2 million Americans,
broadly expanding an existing set of tax allowances. Under cur-
rent tax policy, taxpayers can claim the child and dependent care
tax credit to cover part of the cost of care of a disabled spouse,
when that cost is incurred by the taxpayer in order to work. A tax-
payer who itemizes can also deduct any qualified long-term care
expenses that exceed 7.5 percent of adjusted gross income. The
new tax credit would defray some costs of both formal and infor-
mal care. Over half the chronically ill people thus helped will be
elderly persons.

Second, the National Family Caregiver Support Program would
fund State initiatives establishing “one-stop shops” that assist
families caring for elderly relatives through training, counseling,
and arranging for respite care.

Third, the Administration has proposed a national campaign to
educate Medicare beneficiaries about the program’s limited coverage
of long-term care and help inform their care decisions. The need for
information is great: nearly 60 percent of Medicare beneficiaries are
unaware that Medicare does not cover most long-term care.

Finally, the Administration has proposed that the Federal Gov-
ernment serve as a model employer, by offering nonsubsidized,
quality long-term care insurance to all Federal employees and
using its market leverage to negotiate favorable group rates.

denominator (the total number of men in this age group). Therefore,
the participation rate of men aged 65 and over has declined even more
than the decline in average retirement age might suggest.

Meanwhile the labor force participation rate for women aged 55-64
has actually increased since 1948—in fact it has more than doubled,
from 24.3 percent to 51.2 percent (Chart 4-4). This has happened
despite a decline in women’s median retirement age, from 67.7 years in
1950-55 to 62.6 years in 1990-95, because more recent cohorts of
women have been more likely to be in the labor force during most of
their adult lives (Chart 4-5).

In the face of long-term improvements in health and longevity, why
has the retirement age fallen, not risen, during the 20th century? Ris-
ing wages are a large part of the answer. As their earning power has
risen, men have enjoyed both more income and more time for activities
other than paid work. They have taken some of this additional time in
the form of leisure at the end of life, as well as shorter workdays and
workweeks and more holidays during the year. The growth of Social
Security and employer pensions since the 1930s has also facilitated
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Chart 4-4 Labor Force Participation Rates of Older Men and Women
Labor force participation by older men generally declined until the mid-1980s but has
since leveled off; that of older women has increased since 1948.
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Chart 4-5 Women's Labor Force Participation Rates at Each Age
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earlier retirement, by increasing lifetime wealth for the early cohorts
in the Social Security system and by providing income in old age. Even
though earnings were rising from generation to generation, many
individuals might not have saved enough to retire without these
sources of income. For these reasons the average length of retirement
has risen faster than the average male life expectancy at age 55;
hence, the average male retirement age has fallen.

RECENT CHANGES IN THE LABOR FORCE PARTICIPATION
OF OLDER MEN

There are signs that this long-term trend toward earlier retirement
may have abated. Since the mid-1980s the decline in labor force
participation rates for men in the older age groups has leveled off
(Charts 4-4 and 4-6). Other evidence indicates that an increasing
proportion of male pension recipients are continuing to work. For
example, in March 1984, 37 percent of men aged 55-61 who had
received pension income in the previous year were working. By March
1993 this number had climbed to 49 percent.

Rather than withdrawing from the labor force completely, many older
men are leaving long-term career jobs but continuing to work, often part
time or part year. Many are becoming self-employed. Chart 4-7 shows, for
example, that between 1985 and 1997 the fraction of men aged 60-61 who
worked full time, year round declined from 55.1 percent to 51.8 percent,
while the fraction working part time increased from 5.7 percent to 10.4
percent. Increases in part-time work also occurred among men in other
age groups. In 1997, 16 percent of employed men aged 55-64 and 30
percent of those 65 and over were self-employed.

The use of “bridge jobs” between a full-time career and complete
retirement is not a new phenomenon. Evidence from the 1970s indi-
cates that even then about a quarter of older workers took such tran-
sitional jobs. More recent evidence suggests that a somewhat higher
percentage may be taking such jobs since 1985.

What accounts for the apparent stalling of the decline in male labor
force participation at older ages? It is not yet clear whether the level-
ing off since the mid-1980s is a short-term, cyclical phenomenon or a
new long-term pattern. And in any case, older men’s hours of work are
still falling, even if the percentage of older men working is not, because
of the shift from full-time to part-time work seen in Chart 4-7.

The recent increase in work by pensioners may stem from a need for
income by those who were displaced during the recession of 1990-91.
Some elderly persons cannot afford full-time leisure, but can finance
part-time leisure by working part time. Pension recipients’ need for
income may also have grown in recent years because of rising health care
costs. Not only have these costs risen in general, but many employers
have stopped providing health insurance to their retirees or have reduced
their benefits, as discussed below. The increase in early retirement
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Chart 4-6 Men's Labor Force Participation Rates at Each Age
Not only does men's labor force participation decline with age, but until recently each
new cohort of older men had lower age-specific participation than the one before.
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Chart 4-7 Full-Time and Part-Time Work Among Men Aged 60-61
The fraction of men aged 60-61 who were working was the same in 1985 and 1997,
but there was a shift from full-time to part-time work.
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buyouts may also have contributed to increased work by pensioners.
More workers now than in the past are able to spend their pension funds
for other purposes, in advance of or at retirement. The shift to defined-
contribution pension plans (discussed below) means that benefits are
more often received in the form of a lump-sum distribution upon termi-
nation of a job, instead of as an annuity, as is typically the case in defined-
benefit plans. Many workers spend these lump sums instead of rolling
them over into another retirement account, thus reducing the funds
available to them in retirement.

The rise in work among older persons may also be related to changes
in the demand for labor. Employers may be becoming more willing to
hire older workers, as the “baby bust” that followed the baby boom
leads to labor shortages. Since 1980 the part-time wages of older men
have risen relative to those of younger men. This has made part-time
work more attractive to retirees.

If the long-term decline in the labor force participation rate among older
men has indeed run its course, it could indicate a limit to the desire for
more years of complete leisure at the end of life. Older people may want to
continue using their skills, or to try something new, when they leave a
career job while still relatively young and healthy (and to earn some
income in the process). The growth of the service sector, where jobs are less
physically demanding and schedules more flexible than in manufacturing,
makes work at older ages more attractive today than in the past. Changes
in pensions and Social Security rules, discussed below, have also removed
many of the incentives to retire abruptly and completely.

If rising lifetime wages have been driving the long-term decline in
labor supply of older men, we might expect that supply to level off in
the coming decade, as the cohorts born after 1945, who came of age as
wages stagnated in the 1970s, start turning 55. In other words, not
only may their labor force participation rates remain more or less con-
stant, but so may the share of these workers working full time, year
round. Alternatively, an increase in labor force participation may com-
bine with an increase in part-time, part-year work. Much will depend
on employers’ demand for older workers, as reflected in the wages,
fringe benefits, and working conditions offered to them, and on the
incentives built into pension and Social Security rules—pension
incentives being a reflection of employers’ demand for older workers.

INFLUENCES ON THE TIMING OF RETIREMENT

What factors enter into a worker’s decision to retire sooner rather
than later? Among the possible considerations are changes in wages
and other compensation as one grows older, the structure of employer
pensions and Social Security, the worker’s health and the availability
of health insurance coverage, and the influence of prevailing social
norms. Although the effect of each factor cannot be quantified precisely,
all play a role in the retirement decision.
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Compensation

Wages on a given job do not tend to decline with age, nor should they
be expected to: there is little evidence that productivity declines with
age per se, in the absence of disability. Although clinical tests have
found that manual dexterity declines with age, other skills improve,
and older workers develop ways to compensate for whatever skill losses
they do suffer. Wages do decline when older workers change jobs, but
one cannot infer from this that age alone reduces productivity. Lower
wages following a job change may be due to the loss of “firm-specific
human capital”—such as seniority, knowledge of the organization,
working relationships, or goodwill gained in the former workplace.
It may also reflect the worker’s choice to move to a position entailing less
responsibility or less strenuous or stressful working conditions. Never-
theless, older workers who lose their jobs may opt to retire rather than
accept the wage reduction that may accompany a job change.

The Availability of Social Security and Employer Pensions

The structure of Social Security and employer pensions may also influ-
ence the exact timing of labor force withdrawal. Certain Social Security
rules (Box 4-2) create an incentive for many people to retire at age 62, the
earliest age at which benefits are available for persons without disabili-
ties. This is evident in the large drop in labor force participation of both
men and women at age 62 (Charts 4-5 and 4-6) and in the spike in retire-
ments among men at that age that has appeared since the mid-1960s,
after early benefits were made available to men in 1961 (Chart 4-8).

Social Security has a number of conflicting effects on work incen-
tives. On the one hand, the combined Social Security and Medicare
payroll tax of 15.3 percent lowers the net wage, which by itself would
tend to discourage work. On the other hand, more years of work could
increase future benefits for some who have had years with little or no
earnings, because substituting years of higher earnings raises one’s
average monthly earnings in the Social Security benefit formula.
Future benefits are a form of deferred compensation, and increasing
them tends to encourage work.

Apart from these features, the present value of expected Social Securi-
ty benefits does not change for the average person, regardless of whether
he or she begins to receive Social Security benefits at age 62 or at the nor-
mal retirement age (NRA). This is because the benefit increases by 8.3
percent per year that it is deferred (up to age 65), which is actuarially fair
for a person with average life expectancy, and better than fair for some-
one with longer than average life expectancy. However, not everyone is
average; many may not expect to live that long. For them, Social Securi-
ty wealth decreases the longer they postpone benefits beyond age 62. This
creates an incentive to begin taking benefits at 62 rather than later, for
workers whose life expectancy is lower than the average.
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Box 4-2.—Social Security Rules

The old-age, survivors, and disability insurance program of the
Social Security system is designed to replace a portion of earnings
lost because of retirement, disability, or death. It is financed by a
dedicated tax of 12.4 percent on earnings in covered jobs, up to a
maximum in 1999 of $72,600. That maximum is indexed each
year to changes in the average wage. Formally, half the tax is
levied directly on the employer, and half on the employee through
payroll withholding, but it is generally agreed that, in an economic
sense, the burden of the tax falls entirely on the worker. Self-
employed workers pay the full tax.

Retirement benefits are based on a person’s lifetime average
indexed monthly earnings (AIME; the indexing reflects increases
in national average wages) in covered employment. Only earnings
up to the maximum taxable earnings in each year are counted.
Before earnings are averaged, a certain number of years with the
lowest (or zero) indexed earnings are dropped. The monthly bene-
fit payable at the normal retirement age (called the primary insur-
ance amount, or PIA) is calculated according to a progressive for-
mula in which the replacement rate (the PIA as a percentage of
average lifetime earnings) falls as lifetime earnings rise. Benefits
are indexed to the consumer price index, and therefore have risen
more slowly than average wages in the past two decades.

The normal retirement age (NRA) is the age at which one
becomes eligible for a full retirement benefit. The NRA is
currently 65 but is scheduled to rise gradually to 67, beginning
with workers who will reach age 62 in the year 2000. Retirees may;,
however, begin receiving a permanently lower benefit as early as
age 62. This minimum age for receiving benefits will remain at 62
even as the NRA rises. The benefit reduction is calculated to be
actuarially fair (that is, it preserves the present value of expected
benefits for a person with average life expectancy).

Between ages 62 and 70, receipt of both normal and actuarially
reduced benefits is subject to a retirement earnings test. For per-
sons below the NRA the annual benefit is reduced by $1 for every
$2 of annual earnings above a certain exempt amount ($9,600 in
1999). For those between the NRA and age 70 the reduction is $1
for every $3 of annual earnings above a higher exempt amount
($15,500 in 1999). These exempt amounts are scheduled to
increase in the future, and the President has proposed that this
earnings test be eliminated entirely.

Persons who begin receiving retirement benefits before reaching
the NRA and then earn more than the exempt amount, so that
their benefits are reduced or completely withheld for a given
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Box 4-2.—continued

month because of the earnings test, receive an actuarially fair
increase in benefits when they reach the NRA. Thus, benefits lost
are recovered later. Moreover, earnings from age 62 up to the NRA
are considered in the AIME and may well increase the benefit one
receives at the NRA. On the other hand, workers continue to pay
the Social Security payroll tax, as well as income and other
payroll taxes, as long as they work. From the NRA on, postponed
benefits are increased by only 5.5 percent per year (for persons
who reach age 65 in 1998-99), which is less than actuarially fair.
However, this adjustment for delayed retirement is being gradually
increased, in a process that began in 1990 and will continue until
cohorts reaching the NRA in 2009 and after get an actuarially fair
8 percent per year for postponing benefits, up to age 70.

Those who discount future income at a higher rate than 8.3 percent

may also want to start taking their Social Security benefits early. In
particular, they may have a strong preference for current over future
income because they are unusually “present oriented” or risk averse.

Al
th

so, those who want to receive their Social Security benefits before
e NRA need not leave the labor force entirely to do so. They can

receive their full benefit as long as they keep their earnings under the

ex

empt amount (see Box 4-2). However, part-time jobs are not always

Chart 4-8 Net Labor Force Exit Rates of Men at Each Age
The peak age at which men retire from the labor force has dropped from 65 to 62 in
the past three decades.

Percent decline in labor force participation rate

25

20

15

10

1996-97 combined

U
/ \\
/N

_~  1965-66 combined

56 57 58 59 60 61 62 63 64 65 66 67 68 69 70
Age
Source: Department of Labor (Bureau of Labor Statistics).

144




available with the same hourly pay, benefits, and working conditions
as full-time jobs, so that many may prefer to stop working completely
rather than take a part-time job. Other individuals may wish to retire
or work part time even before age 62, but cannot yet collect any Social
Security benefits and do not have sufficient savings and pension
income to live on. Because future Social Security income cannot be
used as collateral for a loan, this creates an incentive to continue
working until age 62. All of these considerations help to explain the
spike in retirements at that age.

The fact that Social Security benefits deferred beyond age 65 are
increased by only 5.5 percent per year (for workers aged 65 in 1998-99)
means that Social Security wealth declines for a worker with life
expectancy equal to or lower than the average who continues to earn
more than the exempt amount beyond that age. As recently as 1989,
the increase was only 3 percent per year. (See Box 4-2 for an explana-
tion of this phased-in increase in benefits deferred beyond the NRA.)
This provision has acted like an additional tax on earnings above the
exempt amount that kicks in at age 65. Although the exempt amount is
higher at ages above the NRA than below it, good part-time jobs may
not be available for workers over age 65. The decline in Social Security
wealth for persons whose earnings exceed the exempt amount at ages
65 and above has provided a special incentive to retire at that age,
which is reflected in another drop in labor force participation and a
spike in retirements at age 65 (Charts 4-5, 4-6, and 4-8). The rules gov-
erning private pension and Medicare benefits, as well as other social
factors, also create incentives to retire at 65, as discussed elsewhere in
this chapter.

Because the Social Security rules do not vary across persons in a
given age group, it has been difficult to measure Social Security’s
effect on labor supply separately from other factors. One study used
data for age groups that were subject to different exempt amounts
from just before and after changes in the earnings test rules. The
study found that the earnings of a substantial number of workers—
over 20 percent of male workers aged 67-69, and nearly 10 percent of
those aged 63-64—were clustered within $1,000 below the exempt
amount. The cluster moved when the exempt amount moved. This
study estimated that the effect of the earnings test is to reduce the
average annual working hours of male workers aged 65-69 by about 4
percent. Only 28 percent of men (and 18 percent of women) in this
age group are currently in the labor force, but more might seek jobs if
the earnings test were completely eliminated, as the President has
proposed.

In recent years the most common age for starting Social Security
benefits has shifted from 65 to 62. Part of the explanation may be the
continuing increase in lifetime income, which allows recent cohorts to
retire earlier. Social norms may also be shifting, making it more
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acceptable for men to be idle before age 65. The decisions in 1956 and
1961 to make Social Security benefits available at 62 for women and
men, respectively, may have both reinforced and expressed such a
change in norms—in a democratic society, legislation often tends to fol-
low social norms. The abolition in 1978 of mandatory retirement before
age 70 (Box 4-3) may also have removed age 65 as the predominant
focus for retirement planning.

Box 4-3.—Age Discrimination in the Labor Market

The Age Discrimination in Employment Act (ADEA) of 1967
outlawed age-based employment discrimination against both
employees and job applicants who are 40 years of age or older.
Later amendments prohibited mandatory retirement before the
age of 70 (in 1978) and then outlawed mandatory retirement alto-
gether (in 1986), with a few exceptions. A 1990 amendment pro-
hibited employers from denying benefits to employees because of
age.

The number of age-discrimination charges filed with the Equal
Employment Opportunity Commission (EEOC) has fluctuated
over the past decade between about 14,500 and 19,800 per year.
That number remained fairly constant between 1987 and 1990,
increased sharply in the early 1990s (reaching a high of 19,809 in
1993), and then fell substantially after 1994. In fiscal 1998, 15,191
such charges were filed. Of the charges filed that year, 12 percent
had outcomes favorable to the party bringing charges.Most of the
rest ended either with a ruling by the EEOC of no reasonable
cause or for administrative reasons.

Incentives provided by employer pensions must also be considered in
any effort to explain changing retirement patterns. Twenty years ago,
most employer pensions were of the defined-benefit (DB) type (Box 4-4).
Workers covered by such plans typically had strong incentives to
retire before age 65, as early retirement benefits had a higher
actuarial value. Defined-contribution (DC) plans, including those with
401(k)-like features, on the other hand, contain no incentives for early
retirement, because pension wealth continues to grow until the funds
are withdrawn. As these plans have become more widespread in the
past 20 years, workers have been less constrained in their choice of
retirement age.

Job Characteristics and Job Accommodation

For the elderly as for others, the effect of health problems on the
ability to work, and thus on the decision to work or retire, depends on
several factors. These include the type of job one has, the opportunities
for accommodating health problems, and the opportunities to switch to
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Box 4-4.—Types of Pension Plans

Under a defined-benefit plan, a worker qualifies for a pension bene-
fit by working in a covered category (which may exclude certain types
of workers, such as part-timers) for a given number of years. This
period, called the vesting period, is now 5 years for the vast majority of
workers in the private sector. The benefit is then available at a certain
age and is usually calculated by multiplying a given percentage of final
earnings by the number of years of service. About half of workers
with DB pensions are in plans that are integrated with Social Security;
that is, the pension benefit formula reduces the pension amount to
adjust for expected Social Security benefits. Reduced benefits may be
available at an earlier age. These benefits often have a higher actuari-
al value than normal retirement benefits, and this produces strong
incentives to retire at a certain age. Most DB plans in the private
sector are insured by the Federal Government (see Box 4-7).

By contrast, defined-contribution plans do not entail age-specific
retirement or work incentives. DC plans are essentially tax-favored
savings accounts to which employers may contribute, sometimes even
if the employee does not also contribute. Examples of DC plans are
savings or thrift plans, deferred profit-sharing plans, money purchase
plans, employee stock ownership plans (ESOPs), and 401(k) arrange-
ments. Benefit levels in DC plans are not guaranteed and are not fed-
erally insured. Instead, the funds are invested, often at the worker’s
direction, and the amount of the eventual retirement benefit depends
on the amounts contributed and on the portfolio’s performance over
the years. Benefits are usually paid in a lump sum upon departure
from the firm, although sometimes other options are available. These
funds are usually portable; that is, they may be rolled over tax-free
into another pension plan or an individual retirement account.
Because the employer’s obligation is limited to its financial contribu-
tion and the plans reduce administrative costs and enhance flexibility,
they are popular with employers.

Section 401(k) of the tax code allows an employee of a for-profit firm
to contribute a share of his or her cash compensation to a DC plan, and
to defer taxes on both the initial contributions and the investment
returns. Employees of nonprofit organizations, State and local govern-
ments, and Indian tribes can participate in similar tax-deferred
annuity programs. Under most before-tax retirement savings plans,
the employer matches a percentage of contributions, but Section
401(K) does not require employers to contribute in this manner. This
chapter refers to all plans providing for employee contributions as
“401(Kk)-type plans.” Although 401 (Kk)-type plans are popular DC plans,
there are other types of DC plans that do not provide for tax-deferred
employee contributions (for example, most money purchase pension
plans and a substantial share of profit-sharing plans and ESOPs).
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a less demanding job. There is no consensus on what constitutes a
physically demanding job. One definition considers a job physically
demanding if it entails regularly lifting objects that weigh at least 25
pounds. By this definition the share of older Americans employed in
such jobs has fallen steadily, from 25 percent in 1950 (for those aged
60-64) to 7 percent in 1990. But other job requirements besides physi-
cal strength may make continuing work difficult for older workers. For
example, about 90 percent of older workers say that their jobs require
good eyesight and intense concentration.

Employers frequently accommodate the health impairments of their
elderly workers. More than half of older workers who develop a new,
health-related job limitation continue to work, and around half of
those report that their employer has made some special accommoda-
tion for them. The most common types of accommodation involve
changing the structure of the job, rather than making new investments
in equipment or incurring other direct employment-related costs.
Changes in job structure include changing the scope of the job (reported
by 51 percent of those who have received accommodation), allowing
more breaks and rest (45 percent), and providing assistance with
certain aspects of the job (37 percent). Although the evidence is limited,
accommodation rates appear to be similar for workers at all levels of
education.

The direct cost of accommodating older workers with impairments
appears to be small in most cases, with a median of about $200 per
accommodation; 70 percent of accommodations cost less than $500.
These estimates do not, however, take into account losses in productiv-
ity from changes in job scope and increased assistance from co-work-
ers, nor, on the other hand, do they consider the cost saving of not hav-
ing to hire and train a replacement worker.

Health Insurance and Retirement

Studies have found that the availability of health insurance to
persons under 65 that is not contingent on working—either employer-
provided retirement coverage or Medicare eligibility of a spouse—
tends to increase a worker’s likelihood of retiring. Widespread provi-
sion of retiree health benefits by employers may have contributed to
the pre-1985 trend toward retirement before age 65, but its influence
has diminished since then. The magnitude of the response and the role
health insurance has played in retirement trends remain highly
uncertain, however.

Between 1987 and 1996 the share of wage and salary workers aged
55-64 who were covered by health insurance from a current employer—
their own or a nonelderly family member’'s—remained constant at 73
percent, despite increased availability of health insurance from
employers. Although more workers in this age group were offered cov-
erage, the takeup rate—that is, the fraction of offers accepted by the
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worker—declined. More of these older workers are getting their health
coverage through a spouse’s employer, as the share covered by health
insurance from their own main job fell by 2.5 percentage points, to 61.7
percent. The share of employees aged 55-64 who had access to health
insurance coverage through either their own or a family member’s job
rose from 78.5 percent to 80.4 percent. However, the share of those
with access who actually were covered by health insurance dropped
from 92.8 percent to 90.4 percent, possibly because of the increased
cost of premiums to the worker. Many of the rest had other private or
public health insurance, but the fraction of non-self-employed workers
aged 55-64 who were uninsured increased by almost 3 percentage
points, to 12.0 percent in 1996.

Many employers provide health insurance for their retired workers,
although an increasing number are requiring the retiree to share the
cost. In 1993, 45 percent of full-time workers in medium-size and larger
firms had access to health benefits upon retirement that were at least
partly paid for by their employer. This fraction had declined consider-
ably between 1985 and 1988 but changed little since then. Virtually all
of these workers could get coverage from their employer to bridge the
gap between retirement and eligibility for Medicare at age 65, and
some coverage would continue after that for all but a small percentage.
However, the percentage of workers who would have to pay part of the
cost of coverage increased dramatically from 1988 to 1993, from 46 per-
cent to 61 percent of those offered coverage before age 65, and by a sim-
ilar amount for those offered coverage from age 65 on. Nevertheless, by
one estimate the annual employer cost per retiree soared by 34 percent
in real terms between 1988 and 1992 alone, to $2,760 (in 1992 dollars).

Because a majority of employers do not offer health insurance cover-
age to their retirees, and some firms, especially smaller ones, do not
even provide coverage to their active workers, a large and growing
number of 55- to 64-year-olds have no health insurance. The number of
uninsured people in this age group grew by 7 percent in 1997 alone.
Persons in this age group are considerably more at risk of needing
expensive medical care than younger people, and often they cannot
obtain commercial health insurance or find it unaffordable. And unless
they are disabled or poor, they are not eligible for public insurance
such as Medicare or Medicaid. The President has therefore proposed to
allow 55- to 64-year-olds to purchase Medicare coverage (Box 4-5).

UNEMPLOYMENT AND JOB LOSS

Unemployment is less prevalent among the elderly than among
younger workers. In 1998 the unemployment rate among 20- to 24-
year-olds was 7.9 percent, the rate for 25- to 54-year-olds was 3.5 per-
cent, and the rate for 55- to 64-year-olds was lower still at 2.6 percent.
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Box 4-5.—Medicare Reform

The Medicare program, like Social Security, reflects the Nation’s
commitment to provide for the needs of its older members, and to
support disabled Americans of all ages. Reforming Medicare to
protect its financial soundness and ensure that it provides high-
quality care for its beneficiaries has been one of the Administra-
tion’s top priorities. The President worked to include important
Medicare provisions in the Balanced Budget Act of 1997, which
paved the way for an increasingly broad array of innovative health
insurance choices for beneficiaries and shored up the Medicare
trust fund. The President has taken steps to enroll more lower
income seniors in supplemental benefit programs that provide
financial assistance in paying Medicare premiums and other
health care costs not covered by Medicare. The President has also
developed initiatives to provide new preventive care benefits, to
assist beneficiaries whose managed care plans have left the
program, and to reduce Medicare fraud.

Even with these reforms, the aging of the population and the
continuing development of new medical treatments will lead to
mounting cost pressures for the Medicare program in the years
ahead. The President has proposed to reserve 15 percent of the
projected Federal budget surpluses over the next 15 years for the
Medicare trust fund, which would extend the program’s solvency
from 2008 to 2020. In addition, with the President’s encouragement,
the National Bipartisan Commission on the Future of Medicare was
formed to consider reforms to address the difficult long-term prob-
lems facing the program. The Commission’s report, due in March
1999, will be an important next step toward the Administration’s
goal of developing a bipartisan agreement that will preserve and
strengthen Medicare for all Americans in the 21st century.

The rate was slightly higher, at 3.2 percent, for workers 65 and older.
Older workers have historically had lower unemployment rates than
younger workers, and these data show that the current employment
situation for older workers is strong.

In addition to having lower unemployment rates, older workers are
less likely to be displaced (that is, to have lost their job because of a
plant closing, insufficient or slack work, abolition of their position or
shift, or some other similar reason) than are workers in their 20s and
30s. This has been true in every year since national data on displace-
ment first became available in 1984. (See Chapter 3 for a general dis-
cussion of displaced workers.) According to the latest survey, conducted
in 1998, the displacement rate (the ratio of workers displaced anytime
in the 3 years prior to the survey to total employment at the time of the
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survey) was about 13 percent higher for workers aged 25-34 than for
those aged 55-64. The rate of displacement fell from the 1993-95
period to the 1995-97 period for all age groups. However, the decline
was relatively small among older workers: the displacement rate fell
10 percent among those aged 55-64, compared with 21 percent among
those aged 25-34.

Although the rate of job loss is lower among older than among
younger workers, the cost of being displaced may be higher for workers
in their late 50s and early 60s. Older displaced workers are much more
likely to leave the labor force after job loss. Among workers displaced
in 1995-97, 30 percent of 55- to 64-year-olds and 55 percent of workers
65 and older had left the labor force by 1998, compared with just 9 per-
cent of workers aged 25-54. Presumably many of these older displaced
workers retire following displacement. But among displaced workers
who remain in the labor force, the share who are unemployed is higher
among older workers. In addition, for workers who do find jobs after
being displaced, wage losses are substantially higher among older
workers than among younger ones. Thus, even if displacement is less
likely among older workers, when it does occur it may be more costly.

THE UNPAID CONTRIBUTIONS OF THE ELDERLY

It is not easy to attach a dollar figure to the value of the many
unpaid contributions made by the elderly to the economy and society.
Nevertheless, it is important to acknowledge the wide range of
productive activities in which they are engaged. According to a 1996
survey, 43.5 percent of the population over age 55 volunteered at
nonprofit organizations and for other causes, averaging 4.4 hours per
week per volunteer. Many quite elderly persons are part of this active
corps of volunteers: almost 34 percent of those 75 years old and older
reported volunteering. The settings in which older people volunteer are
both formal and informal. For example, 65 percent of volunteers aged
55 or older reported serving with a religious institution, 22 percent
volunteered with an educational institution, and 37 percent worked
informally in their neighborhoods or towns.

Many older people need ongoing assistance because of functional
limitations or cognitive impairments, yet do not need nursing home
care. Instead they often receive informal care, typically from other
elderly persons, including their spouses and children. This informal
caregiving work is largely hidden, because it is for the most part per-
formed in a nonpublic setting and is typically unpaid. The work may,
however, be essential to the caregiver’s family and to the financial sta-
bility of the household, as formal care arrangements may cause severe
financial strain. The provision of assistance by family members and
friends may also reduce the burden on publicly provided services (see
Box 4-1 for a discussion of long-term care).
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A 1992 survey found that 15.1 million Americans over the age of 55
were providing direct care to sick or disabled family members, friends,
or neighbors. Twenty-eight percent of men and 29 percent of women
aged 55 and over were caring for others, as were 22 percent of all per-
sons aged 75 and over. The typical amount of caregiving was 5 hours
per week, but 2.4 million caregivers spent 18 or more hours per week.
And although the proportions of men and women who were caregivers
were close to equal, the total number of female caregivers was greater
because women outnumber men in the older population.

Grandparents, and even great-grandparents, are important sources
of assistance to families. In some households children reside with a
grandparent; in others one or more grandparents assist parents with
caregiving in various ways. According to the 1992 survey, 14.2 million
Americans over the age of 55 helped take care of their grandchildren or
great-grandchildren.

The Bureau of the Census reports that in 1997, 3.9 million children,
or 5.5 percent of all children, lived in a household maintained by a
grandparent—a 76 percent increase since 1970. There were substantial
increases in the number of households maintained by grandparents,
with or without a parent present. Among children living in households
maintained by grandparents, the greatest increases since 1970 were in
households where one parent also resided. More recently, the number
of grandchildren living with their grandparents without any parents
present has increased most rapidly.

This increase in grandparents’ assistance with the care of their
grandchildren parallels the increase in single-parent families, but it
may also be due in part to the increased financial pressures faced by
young married couples, who struggle to meet the demands of careers
while raising children. Grandparents also step in when parents cannot
function adequately because of drug use, mental or physical illness, or
incarceration, or when parents abuse or neglect their children.

THE ECONOMIC WELL-BEING OF THE ELDERLY

By almost any measure, the economic well-being of the elderly has
improved tremendously over the past three decades. Income is the
most widely used measure, but it is only a starting point, because it
has several weaknesses as a measure of well-being. First, people are
most concerned about the goods and services that income can buy—
about consumption, in other words—not income per se. People save
in some periods to finance their consumption in later periods. As a
result, income may be higher or lower in one year than another even
though consumption is similar in both years. This logic suggests
that it is important to consider the consumption of the elderly, which
is examined below. A second weakness of income as a measure of
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well-being is that families have different needs, depending on the
number of people in the family, their ages, where they live, and so
on. Thus, an income that would seem generous to one family might
be barely adequate for another. A third weakness of the income
measure is that some economic goods do not have an easily quantifi-
able monetary value and are therefore not recorded as income. Most
important for the elderly, home ownership and medical insurance
certainly increase well-being, yet they are not captured by measuring
before-tax money income. As a result, two families with identical
incomes and identical needs could have very different economic status:
one might, for example, own a valuable home and have generous
medical insurance coverage, whereas the other rents an apartment
and has no insurance.

Because of these weaknesses, three other sets of indicators of
well-being are examined here in addition to income: the poverty
rate, indicators of wealth accumulation (including home equity),
and indicators of health status. The poverty rate adjusts differences
in income across families for disparities in family size and composi-
tion. Wealth provides a cushion for people to smooth their consump-
tion over time and creates a buffer against adversities, such as
health problems, that may require substantial expenditure. Finally,
earlier in this chapter changes in health status and life expectancy
were examined, which are also important measures of well-being.

Most of the national data used to examine families’ economic status
are based on surveys of the noninstitutionalized population. This limi-
tation is not of great importance when examining older workers, or
even all persons over 65—only 5 percent of the elderly live in an insti-
tution (typically a nursing home). However, the proportion of institu-
tionalized elderly rises sharply with age, to almost one-fourth of all
persons 85 and over. Older persons in institutions typically have few
economic resources and are in poor health. Therefore, findings from
surveys of the noninstitutionalized population will not necessarily
apply to the oldest old. Box 4-6 examines changes in living arrange-
ments of the elderly during the 20th century, with a focus on widows.

INCOME AND CONSUMPTION

The Three-Legged Stool

Economic security in old age is often described as a three-legged
stool, the legs being Social Security benefits; income from accumulated
assets, including savings and home ownership; and pension income.
But the notion of a stool with three legs of roughly equal size is mis-
leading. The importance of each source of income varies tremendously
among the elderly—many Americans depend almost entirely on Social
Security, for example. In addition, for many elderly households labor
market earnings provide a fourth leg to the stool. Moreover, the
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Box 4-6.—The Changing Living Arrangements of the Elderly

Through most of history, the family has played an important
role in providing support to the needy elderly. Shared housing can
be an especially important and intensive form of support, and the
past century has seen tremendous changes in living arrangements
among the elderly. These changes have been particularly striking
among elderly widows, who now account for 27 percent of all
persons over 65.

The share of elderly widows living alone stayed roughly con-
stant at a low level—10 to 15 percent—for several decades until
about 1940 (Chart 4-9). Between 1940 and 1980, however, that
proportion increased sharply, and the share living with adult
children fell. By 1980, 59 percent of elderly widows were living by
themselves, and only 22 percent shared a home with their
children. This strong upward trend in widows’ independence ended
in 1980: living arrangements in 1990 were similar to those
observed in 1980. It is estimated that rising economic status,
primarily due to wider coverage and more generous benefits from
Social Security, accounted for 62 percent of the increase in the
share of elderly widows living alone between 1940 and 1990. About
9 percent of the change was explained by a decline in the number
of children available for widows to move in with.

When elderly people have been asked to express their attitudes
about living arrangement options in the event they needed care,
68 percent say they would like to receive assistance in their own
home, and only 20 percent state that they would like to move in
with relatives. Apparently, improvements in widows’ economic sta-
tus have allowed them to fulfill this desire to live independently. But
despite these gains, poverty remains relatively high among wid-
ows (see Table 4-4).

average share of income from each source has changed over time and
may continue to change in the future.

In 1962, before the sharp increases in Social Security benefits of the
late 1960s and early 1970s, Social Security accounted for 31 percent of
income for the elderly and their spouses; asset income accounted for 16
percent, and pension income was 9 percent. Earnings were also impor-
tant at 28 percent. The remaining 16 percent of income included
welfare and all other sources of income.

Income from these sources has grown at different rates in the past
30 years (Chart 4-10; income data refer to before-tax money income,
the official Census Bureau definition, unless otherwise noted). The
share provided by Social Security has increased, to 40 percent of
income on average in 1996, whereas pensions and asset income each
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Chart 4-9 Living Arrangements of Elderly Widows
Between 1940 and 1990, the share of elderly widows living alone increased sharply,
and the share living with adult children fell.
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Working Paper No. 6511, 1998.

composed about one-fifth of income. The share of income comprised of
labor earnings has declined substantially, as is to be expected given the
decline in elderly labor force participation during this period. These
changes took place during a period when the median incomes of both
married and single elderly persons nearly doubled.

The composition of income looks quite different at different income
levels. Among elderly households in the bottom fifth of the income distri-
bution in 1996, Social Security accounted, on average, for 81 percent of
income, public assistance for 11 percent, and asset income and pensions
for only 3 percent each (Chart 4-11). Clearly, a large segment of the elderly
have saved relatively little for their retirement. Elderly households in the
top quintile of the income distribution rely fairly evenly on Social Security,
asset income, pensions, and labor market earnings.

Saving Social Security

Social Security plays an important and unique role among the
sources of income for the elderly. As discussed in Chapter 1, it is a
family protection plan as well as a pension system, providing
Americans for more than half a century with income in retirement and
protection against loss of family income due to disability or death. In
particular, by providing a lifetime annuity, it offers a level of income
security difficult to obtain in private markets. Through its special
contribution to the well-being of the elderly, survivors, and the
disabled, Social Security has been an extremely successful social
program. Yet the demographic pressures of population aging,
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Chart 4-10 Composition of Income Among the Elderly
The share of income from earnings has declined over time for persons aged 65 and
older and their spouses, while the share from pensions has increased.
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Chart 4-11 Composition of Income by Quintile Among the Elderly, 1996
The composition of income differs for lower versus higher income elderly. Social
Security is the main source of income for poorer households.
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mentioned earlier in this chapter and discussed at greater length in
the 1997 Economic Report of the President, will require forward-look-
ing action from policymakers to preserve the program’s financial via-
bility in the first quarter of the next century and beyond. Chapter 1
describes the President’s proposals to do this.

From Defined-Benefit to Defined-Contribution Pension Plans

An important source of income for many elderly is employment-related
pensions. The past 20 years have seen dramatic changes in the preva-
lence of the two main types of pension plans. Defined-contribution plans,
including 401(k)-type plans, have gained in popularity as participation in
defined-benefit plans has declined (Table 4-1; see also Box 4-4 for a dis-
cussion of the two types of plans). The portability of DC plans favors
mobility among jobs, and workers’ demand for more-portable benefits
may have contributed to the ascendance of these plans. DB plans are
more prevalent in unionized manufacturing firms and in the public sec-
tor, both of which have seen a decline in their share of the work force,
thus contributing to the decline in DB participation rates. Before passage
of the Employee Retirement Income Security Act (ERISA) in 1974
(Box 4-7), employees in DB plans were exposed to the serious risk that
their employers would underfund the plan or divert its funds to other
purposes. Even with the protections afforded by ERISA against under-
funded DB plans, DC plans have become increasingly popular, suggesting
that workers have come to accept the investment risks inherent in these
plans in exchange for their flexibility. Benefits in DC plans depend on
uncertain investment returns, whereas DB retirement benefits are more
certain because they are usually tied to years of employment according to
a known formula. Many workers are in DC plans that supplement a DB
plan, but almost all of the recent growth in DC participation has been
among workers who do not have DB plans.

The growing prevalence of DC, and especially 401(k), plans repre-
sents a major shift of responsibility for providing for retirement
income from the employer to the worker, making the provision
of retirement income more and more like individual (albeit tax-
advantaged) saving. Concomitantly, the trend toward DC plans has
shifted certain risks between employer and worker. Under a DB
plan, the nominal benefit amount is guaranteed at retirement, and
the employer bears the risk of providing this amount. The worker
has no control over how the pension fund is invested. Moreover, a
worker’s pension is at risk if he or she changes jobs. Since there
typically is no provision for worker contributions, workers usually
receive nothing at all from jobs that end before the vesting period is
completed. Finally, because benefits for vested employees are deter-
mined in nominal terms when employment terminates, inflation
may drastically erode a pension’s purchasing power by the time a
separated worker reaches retirement age.
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TaBLE 4-1.—Estimated Pension Coverage and Offer Rates for
Private Sector Wage and Salary Workers

Percent of workers covered by a
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2 All plans providing for tax-deferred employee contributions, whether or not the employer also contributes.
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Source: Department of Labor (Pension and Welfare Benefits Administration).

Most private 401(k)-type DC plans, on the other hand, rely on
worker contributions for at least a portion of benefits. The worker
typically decides how much to contribute and where to invest the
funds (within certain limits). Although workers have greater control
over investments in DC plans, they also bear the risk of variable
returns on those investments, in marked contrast to DB plans.
Because there is no vesting period for employee contributions in either
type of plan, they belong to the worker from the start. Employers
often make matching contributions to 401(k) plans, which belong to
the worker once the vesting period is completed. A job change need not
affect the worker’s accumulation, provided the worker leaves the
funds in the account or rolls them over into a new tax-deferred
account. However, only a third of those aged 45-54 in 1993 who had
received a lump-sum pension distribution had put it into a retirement
account; fewer than half had put it into any financial asset. Of those
aged 25-34, only 25 percent had put their lump sums into financial
assets, including retirement accounts.

Less wealthy, lower income, and less educated workers tend to be
more risk averse in their investment choices; that is, they tend to
invest in more conservative, fixed-income securities rather than in
stocks. By taking less risk (other than inflation risk), they earn lower
long-run rates of return on average and therefore tend to end up with
smaller accumulations at retirement than do higher income, wealthier
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Box 4-7.—The Federal Role in Employer-Provided
Pension Plans

The Employee Retirement Income Security Act of 1974 governs
pension and welfare plans sponsored by private employers. The
act covers both defined-benefit and defined-contribution plans.
ERISA was enacted because of concerns about the private pension
system: that too few employees were receiving or would receive
the pensions they had come to expect; that too many participants
were being treated unfairly by plans and employers; and that
existing law was inadequate to deal with these problems. Title | of
the act spells out the protections it provides for workers and fidu-
ciary standards for employers, trustees, and service providers.
Title 11 sets forth standards that plans must meet in order to
qualify for favorable tax treatment, and Title 11l contains admin-
istrative provisions. Title 1V, which is carried out by the Pension
Benefit Guaranty Corporation, a Federal agency, regulates
employers’ funding of their plans to make sure they set aside
sufficient funds to pay the promised pensions. It also insures
vested participants’ pensions, at least up to certain levels, against
the eventuality that the employer cannot pay.

This Administration has worked for continued pension reform
to promote retirement saving. Many of the President’s proposed
pension provisions were adopted in the Minimum Wage Increase
Act of 1996. That act expanded pension coverage in several ways.
It created a new 401(k)-type plan for small businesses, with a
simple, short form intended to make it easier for small businesses
to provide their workers with pensions. It made it easier for employ-
ers to let new employees participate in 401(k) plans immediately. It
required State and local government retirement savings plans
to be held in trust so that employees do not lose their savings if
the government declares bankruptcy. It expanded access to
401(k)-type plans to employees of nonprofit organizations and
Indian tribes. And it promoted portability for veterans by allowing
reemployed veterans and their employers to make up for pension
contributions lost during active service.

More recently, the Administration has proposed a number of
initiatives to address concerns about women’s pension arrange-
ments. One proposal would allow time taken under the Family
and Medical Leave Act to count toward eligibility and vesting. For
some workers such a provision could make the difference between
receiving or not receiving credit toward minimum pension vesting
requirements for an entire year of work (a minimum amount of
work is required in a given year for it to count toward the vesting
period). Another would address the needs of widows by requiring
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Box 4-7.—continued

employers to offer an option that pays a survivor benefit to the
nonemployee spouse equal to at least 75 percent of the benefit the
couple received while both were alive, in exchange for a smaller
benefit while both are alive. This option would give the surviving
nonemployee spouse the security of a larger benefit than other-
wise, which may better reflect the cost of living for one person
compared with two. This would improve the protection provided by
the Retirement Equity Act of 1984, which requires that
pensions be paid in the form of a joint life annuity in which the
surviving nonemployee spouse receives at least 50 percent of the
benefit received while both spouses were living, unless the retiree’s
spouse signs a consent to have the pension paid in some other
form, such as a lump sum or a single life annuity.

individuals with the same contributions, although their return is also
more certain. At least partly because they have lower incomes and less
wealth on average, blacks and women make more conservative invest-
ment choices, and consequently would tend to accumulate even less in
a DC plan that provides for employee-directed investments, compared
with white men, than their lower contributions alone can account for.
They also are more likely to cash out their lump-sum distributions
when changing jobs.

It is important to distinguish risk aversion based on lower income
and wealth from risk aversion based on lack of knowledge and invest-
ment experience. Those who have fewer resources to cushion potential
losses cannot afford to take as much risk as those with more to spare.
This is a perfectly sound reason for avoiding risk. However, if lower
income groups are choosing assets with less risk and correspondingly
lower expected yields out of lack of knowledge, or because they mis-
perceive the amount of risk involved in higher yielding assets, the pol-
icy implications are different. Of course, income, wealth, education,
experience with investments, and knowledge of investment principles
are correlated with each other. Women also may have less knowledge
of investments because husbands have traditionally taken care of
these financial matters for the family, although this is no doubt chang-
ing as family structure and roles within the family change. There is an
urgent need to educate all workers about investments so that, if they
are managing 401(k) investments, they have a better chance of achieving
their retirement income goals.

Depending on what happens to coverage and participation rates and
to average contributions and rates of return, the DC “revolution” could
either increase or reduce the average pension income of older
Americans. But the movement toward DC plans could result in greater
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inequality among retirees who have the same job tenure. Under a DB
plan that bases benefits on pay and years of service and is not inte-
grated with Social Security (as explained in Box 4-4), the pensions of
workers with the same years of service will differ only in proportion to
their pay. Under a DC plan, however, their pensions will differ accord-
ing to the difference in investment returns (compounded) as well as in
proportion to pay. If the difference in returns is positively correlated
with pay, the inequality of retirement income will be magnified. More-
over, contribution rates may be more unequal in 401(k) plans, because
they are partly or wholly chosen by the employee (subject to certain
rules and dollar limits, which may be especially restrictive for higher
paid employees). In most DB plans, benefit levels are determined by
the employer (also subject to certain rules and limits).

It is difficult to predict the effect of the shift from DB to DC plans on
the average pension incomes of women and minorities relative to white
men. Because women earn less on average than men, and minorities
earn less than whites, the pensions of women and minorities are small-
er on average under either type of plan. The evidence is that, for people
aged 51-61 in 1992, the male-female differential in accumulated pension
wealth from all jobs was smaller in DC than in DB plans, even though
the male-female differential in accumulated pension wealth on the
current job was greater in DC plans (Table 4-2). These data on pension
wealth do not, however, control for possible differences in earnings, job
turnover, and tenure between participants in DC and DB plans.

One might expect gender and racial gaps to be greater in DC plans
at a given date on the workers’ current jobs because white men tend to
have longer job tenure than women and blacks. In DC plans, pension
benefits grow exponentially with tenure, because the contributions
earn a compound rate of return, whereas in most DB plans benefits
increase only proportionally with years of service and salary (unless
benefits are integrated with Social Security). A dollar invested each
year at 4 percent annual interest is worth $12.48 after 10 years and
$30.97 after 20 years. Therefore, at a given date, a worker who has
been in a DC plan for 20 years will have 2.48 times the accumulation of
a worker who has been in the plan for only 10 years, even if they made
exactly the same contribution to their accounts in each year they
participated in the plan. In most DB plans that are not integrated with
Social Security, the worker who separates after 20 years of service
would receive only twice the benefit of an equally paid worker who
separates at the same time after 10 years of service.

However, when pension wealth from all jobs is considered, the gen-
der and racial gaps may be smaller in DC plans because they do not
penalize job turnover and intermittent labor force participation as
much as DB plans do. This depends crucially, however, on whether the
DC funds are left to grow rather than withdrawn and spent when jobs
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TaBLE 4-2.—Gender Differences in Pension Wealth, 1992

PercentW v::lr;hpension m aliigl} eor; ale
Kind of pension plan inn;?\:ji:jill
Women Men ’x::li:;
From all jobs during lifetime:*
Defined-benefit ...........ccocoooiiiiiiinii 31 54 2.2
Defined-contribution .............ccocovevviiiiiiiiiii e 28 38 17
On current job only:?
Defined-benefit OnlY ..........coooviviiiiiiiiiiii e 31 30 13
Defined-contribution only ..........cccoovviiiiiniiiiiiie 22 21 2.7
BOTN . 16 24 21

* Self-reported for all lifetime jobs, all nonretired non-self-employed respondents aged 51-61 in 1992 who worked
since 1982.
2 Pension providers’ administrative records for current job only, currently employed respondents aged 51-61 in 1992.

Source: Health and Retirement Survey, Wave 1. For lifetime jobs data, custom tabulations by Marjorie Honig, October 1998;
for current job data, Richard W. Johnson et al, “Gender Differences in Pension Wealth: Estimates Using Provider Data,” unpub-
lished paper, August 1998.

end. And as we have seen, many recipients of lump-sum payments do
spend them rather than roll them over.

DB plans provide benefits in the form of an annuity, which guaran-
tees an income for life, unless the plan provides, and the participant
elects, a lump-sum payment option. The optional forms of annuity and
lump sum are calculated using a uniform mortality table for all races
and both sexes combined, so that participants do not receive different
monthly benefits simply because of their race or sex. However, whites
(and Hispanics) and women have longer remaining life expectancies at
age 55 than blacks and men, respectively, and so receive the stream of
benefits over a longer period of time, on average.

The accumulation in a DC plan, on the other hand, does not depend
on life expectancy. But participants in DC plans cannot assure them-
selves a guaranteed income for life, unless their plan provides a group
annuity option or they purchase an annuity on their own. DC plans
thus pose the risk that the beneficiary will outlive his or her savings.
The private market for annuities is subject to adverse selection, in that
those who expect to live a long time are more likely to purchase annu-
ities, and this drives up their price. This works to the disadvantage of
women in DC plans, since they are more likely than men to live long
enough to run out of money if they do not have an annuity.

Finally, market forces may cause wages to adjust to differences in
employers’ pension costs, so that workers who get more deferred pen-
sion compensation in one type of plan may “pay” for this benefit in the
form of lower wages, or their wages may grow more slowly with time
on the job. All of these considerations leave it an open question
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whether minorities and women are likely to be better off relative to
white men in DB or DC pension plans.

Consumption

The economic status of the elderly is ultimately measured by the
standard of living that they enjoy. Elderly households typically spend
less on consumption than younger households (Table 4-3), in part
because the average elderly household has fewer people. But the three
largest expenditure categories for elderly households are the same as
those for younger ones, namely, housing, transportation, and food. As
is well known, health care accounts for a greater share of expenditure
for elderly households than for younger ones: 11.7 percent versus 4.2
percent.

TABLE 4-3.—Consumption Patterns of Elderly and Nonelderly Households
by Age of Household Head, 1997

Percent of total expenditures
Item All Head Head
households under 65 65 and over
HOUSING vttt 324 323 331
TranSPOrtation ..........cccccviriiieeiiniiiiiees e 185 19.0 15.6
FOOO....ouivvireierciceecic 13.8 137 143
Personal insurance and pensions 9.3 10.2 39
Health care 53 42 11.7
Entertainment . 52 5.3 45
Apparel and serv 5.0 51 43
Cash contributions 29 24 54
MiISCEIIANEOUS ......vviiciiiic e 24 24 25
Education ........cccoooeeveiriiiiiinne 16 18 6
Personal care products and services... 15 15 18
Alcoholic beverages 9 9 8
Tobacco and smokin 8 .8 6
Reading........co.ou.. 5 4 7
AVERAGE DOLLAR EXPENDITURES $34,819 $37,543 $24,413

Source: Department of Labor (Bureau of Labor Statistics).

POVERTY

The reductions in poverty among the elderly in recent decades have
been remarkable: in 1970, 25 percent of all persons over 65 were living
in poverty, but in 1997 only 11 percent were poor (Chart 4-12). Much of
this improvement occurred in the early 1970s, in part because of dou-
ble-digit percentage increases in Social Security benefits enacted in
1971, 1972, and 1973. But progress has been made since then as well:
elderly poverty has fallen by 28 percent in the last 15 years alone, and
since 1993 it has declined by 14 percent.

Many elderly people, however, live just above or just below the
poverty line; relatively small changes in their income could move them
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Chart 4-12 Poverty Rate by Age Group

Poverty among the elderly has declined dramatically, from 25 percent in 1969 to
11 percent in 1997.

Percent
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Source: Department of Commerce (Bureau of the Census).

into or out of poverty. In 1997, 6.4 percent of the elderly were “near
poor”; that is, their before-tax money income placed them above the
poverty line but below 125 percent of that line. Another 5.9 percent
had incomes below, but at least 75 percent of, the poverty threshold.

The decline in poverty among the elderly has been experienced
across demographic groups: men and women, whites and blacks,
younger as well as older elderly persons, and married as well as single
persons (Table 4-4). In particular, poverty among black elderly persons
has fallen from 48.0 percent to 26.0 percent since 1970, while the rate
for whites has fallen from 22.6 percent to 9.0 percent. And poverty
among widows has been reduced by half during the same period, with
a decline of almost 3 percentage points between 1993 and 1997.

At the same time, Table 4-4 highlights the tremendous variation in
the income status of the elderly, and the fact that poverty remains high
for several groups. Poverty rates for elderly women are nearly twice as
high as those for elderly men, and 72 percent of all elderly living in
poverty are women (Table 4-5). Widows, who account for roughly half
of all elderly women, have an especially high rate of poverty, at 17.9
percent. The President has proposed to address this problem as part of
the ongoing discussions to save Social Security.

Identifying the Needy Population

Who are the elderly living in poverty? The majority of impoverished
elderly are single—either widowed, divorced, or never married
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TABLE 4-4.—Poverty Rates Among the Elderly for Various
Demographic Groups

[Percent]
Year Men Women Whites Blacks Widows Ages Ages 80

65-79 and over
1970 s 19.0 284 22.6 48.0 36.8 23.0 311
1980 ..o 11.0 19.1 136 38.1 25.1 14.2 22.6
1990 .o 7.6 15.4 10.1 338 21.4 105 18.6
1993 . 79 15.2 10.7 28.0 20.7 10.7 17.7
1997 i 7.0 131 9.0 26.0 17.9 9.7 134

Source: Council of Economic Advisers tabulations of March Current Population Survey data.

(Table 4-5). Just over half (51 percent) are widows or widowers.
Seventy-two percent of the elderly poor are women, compared with
only 56 percent of the nonpoor elderly. Although elderly persons from
minority groups are more likely to be in poverty than elderly whites,
whites account for two-thirds of the elderly poor. Finally, as shown in
Table 4-4, poverty is more widespread among the oldest old than
among younger elderly persons. However, only 13.7 percent of all
elderly persons in poverty are 85 or older (Table 4-5).

Alternative Measures of Income and Poverty

The income measure above can be broadened to include other
factors that affect well-being, including taxes, noncash benefits
(such as food stamps), and the imputed amount that would have to
be paid if homeowners rented their home. If all of these factors are

TaBLE 4-5.— Sociodemographic Characteristics of the Poor and
Nonpoor Elderly Population, 1997

[Percent]
- Elderly Elderly not
Characteristic in poverty in poverty
48.6 56.6
37.7 34.9
13.7 8.6
71.8 56.2
Marital status
Married/separated .. 28.1 59.9
Widowed ..... 51.2 30.3
Divorced ... 123 6.0
Never married 85 38
Race/ethnicity
Non-Hispanic white 67.2 88.6
Non-Hispanic black . 21.0 7.0
Hispanic 117 4.4

Source: Council of Economic Advisers tabulations of March 1998 Current Population Survey data.
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included, the elderly appear to be in better shape than if these
factors are excluded. Average before-tax income for all households
headed by someone 65 or older was $31,269 in 1997. Adding net
capital gains ($1,116, on average) and subtracting taxes ($4,033, on
average) leads to average after-tax income of $28,352. Adding in
noncash government transfers ($153), imputed rent ($4,274), and
employer-provided health insurance ($321) increases the value to
$33,100. Benefits that are not included in this calculation are the
values of Medicare and Medicaid, which are substantial but difficult
to determine. These calculations demonstrate that a broader
accounting of income available for consumption suggests that
before-tax cash income underestimates monetary well-being by an
average of a minimum of $1,831 (because Medicare and Medicaid
are not valued), or 5.5 percent.

As described earlier, an alternative measure of well-being is consump-
tion, or how much people spend on goods and services. It has been shown
that the trends in “income poverty” and “consumption poverty” are
similar: consumption poverty among the elderly was 84 percent higher,
and income poverty 70 percent higher, in 1972-73 than in 1988.

WEALTH

Wealth holdings allow families to maintain consumption when earn-
ings and income are low. Wealth includes financial assets such as sav-
ings accounts, stocks, bonds, and mutual funds, as well as nonfinancial
assets such as homes, vehicles, and businesses. Table 4-6 reports the
share of families holding each of these types of assets and, for those
holding that asset, its median value as of 1995.

The vast majority of the elderly—over 90 percent—have at least
some assets. Among elderly families holding financial assets, the median
value in 1995 was roughly $20,000. Median values of nonfinancial
assets varied by age: elderly families headed by 65- to 74-year-olds had
greater median nonfinancial assets ($93,500) than did those whose
head was 75 or older ($79,000); the family home was the most impor-
tant nonfinancial asset across age groups. Financial wealth is com-
monly held in the form of retirement accounts: 35 percent of families
headed by a 65- to 74-year-old held such an account, with a median
balance of $28,500. In 1995 fewer than 15 percent of elderly families
held mutual funds outside retirement accounts, although those who
did have accounts had substantial holdings, on average.

Wealth holdings among the elderly vary enormously (Table 4-7). In
1994, 10 percent of all households with a member aged 70 or older had
$162 or less in total wealth (in 1996 dollars), and at least that many
had no financial assets at all. Another 20 percent had no more than
$541 in financial assets and less than $30,311 in total wealth. At the
same time, 10 percent had at least $415,622 in total wealth, with at
least $175,341 in financial assets.
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TaBLE 4-6.—Family Holdings of Financial and Nonfinancial Assets,
by Age of Head of Family, 1995

Percent of families Median value among holders
holding assets (thousands of dollars)
Type of asset Al Age of head Al Age of head
families | g5 74 75and | families 65-74 75and
over over
FINANCIAL ASSETS ....covriirrerneirisrisssisesisesssesssessinens 90.8 92.0 93.8 13.0 19.1 20.9
Transaction accounts 87.1 91.1 93.0 21 3.0 5.0
Certificates of deposit .. . 141 239 341 10.0 17.0 11.0
Savings bonds ...... 229 17.0 15.3 1.0 15 4.0
Bonds ..... 3.0 5.1 7.0 26.2 58.0 40.0
Stocks ... 15.3 18.0 21.3 8.0 15.0 25.0

Mutual funds
Retirement accounts

12.0 137 10.4 19.0 50.0 50.0
43.0 35.0 16.5 156 285 175

Life insurance ... | 314 | 370 | 351 50 5.0 50
Other managed 38 5.6 5.7 30.0 26.0 100.0
Other financial 11.0 104 53 3.0 9.0 35.0
NONFINANCIAL ASSETS «.eevesesesesesesesssesesesesee 911 | 925 | 902 | 80 | 935 | 790
Vehicles 842 | 820 | 728 | 100 8.0 53

64.7 79.0 73.0 90.0 80.0 80.0
175 26.5 16.6 50.0 55.0 20.0
110 7.9 3.8 41.0 100.0 30.0

9.0 8.9 54 10.0 16.0 15.0

Primary residence ...
Investment real estate ..
Business
Other

Source: 1995 Survey of Consumer Finances.

The 1998 Economic Report of the President described in detail the gaps
in earnings and income between races and ethnic groups. However, these
disparities are small relative to the differences in wealth. The median
household income of elderly whites is about twice that of elderly blacks
and Hispanics, but the comparable ratio for wealth is about five to one.
Gaps in holdings of financial assets are even wider. In fact, as Chart 4-13
shows, median financial wealth for households with a member 70 or older
is zero for blacks and Hispanics. This means that over half of the members
of these groups have no financial assets at all; the only wealth they have
consists of their home or other physical assets. This result holds for those
approaching retirement age as well: over half of households that contained
a black or Hispanic person aged 51-61 had no financial assets in 1992.

In sum, a large share of the elderly have very little wealth, and what
wealth they do have is mostly in the form of housing and other illiquid
assets, not financial assets. At the same time, a significant share
of elderly people have quite large wealth holdings, including ample
financial assets.

ARE OLDER WORKERS SAVING ENOUGH FOR
RETIREMENT?

One reason why it is important to know the level of wealth holdings
of older persons is to determine whether they will have enough
resources in retirement. Answering this question is difficult for a
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TaBLE 4-7.—Total and Financial Wealth of Households by Percentiles

[1996 dollars]

With member aged 51-61*

With member aged 70 and over?

Percentile
Total Financial Total Financial
10 s 1,115 -1,338 162 0
30 45,705 1,115 30,311 541
B0 e 111,809 15,607 84,206 8,659
T0 o 222,950 55,738 166,682 41,995
90 585,690 208,459 415,622 175,341
95 964,259 367,868 669,974 313,882
MEBAN ... 269,946 81,779 177,678 65,116

! Data are for 1992.
2 Data are for 1994.

Note.— Total wealth includes equity held in homes, value of business and other tangible assets, and a detailed list

of financial assets.

Source: James P. Smith, “The Changing Economic Circumstances of the Elderly: Income, Wealth, and Social Security,”

Center for Policy Research, Syracuse University, 1997.

Chart 4-13 Household Financial Wealth by Race and Ethnicity
Among older Americans, financial wealth is much higher for whites than for blacks or
Hispanics. Over 50 percent of blacks and Hispanics have no financial wealth.

1996 dollars (thousands)

100
[l Vean [T] Median
80 - 76.3 Ages 51-61 Ages 70 and over
726
23.4
1238
9.1 106
5.9
B o . 0.0 0.0 0.0
White Black Hispanic White Black Hispanic

Note: Data are for households with a member of the given age. Data for ages 51-61 are for 1992 and

data for ages 70 and older are for 1994.

Source: James P. Smith, "The Changing Economic Circumstances of the Elderly: Income, Wealth,

and Social Security," Center for Policy Research, Syracuse University, 1997.
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variety of reasons, including the fact that life expectancy, future
interest rates, streams of income, and needs during retirement are
highly uncertain. Moreover, to address this question one must first
define what one means by “enough.” Recent studies have defined
“enough” as the amount of resources that preretirees need to maintain
their current standard of living throughout retirement. These studies
take into account the fact that the postretirement income needed to
maintain the preretirement standard of living is smaller than the
amount needed prior to retirement.

There is evidence that a significant share of the population
approaching retirement are not saving enough to maintain their
preretirement standard of living. It has been found that persons aged
51-61 in 1992 who have household earnings of $30,000 (the median)
would need to save 18 percent of their income in the years remaining
until retirement, if they wish to retire at age 62 and maintain their
preretirement consumption levels throughout retirement. This 18 per-
cent is above and beyond the household’'s automatic contributions to
Social Security and pensions. Postponing retirement to age 65 reduces
the necessary saving rate to 7 percent. Typical actual saving rates for
persons approaching retirement have been estimated at 2 to 5 percent.

These estimates mask substantial variation within the population
approaching retirement. It has been found that roughly 70 percent of
households with persons aged 51-61 need to add to their savings,
above and beyond their automatic contributions to Social Security and
pensions, in order to retire at age 62 and maintain their standard of
living; this estimate decreases to 60 percent if retirement is postponed
to age 65. But by the same token, roughly one-third do not need to add
to their savings to maintain consumption throughout retirement. Not
surprisingly, the saving rate necessary to maintain the preretirement
standard of living is substantially higher for households with less
wealth. Finally, although several theories have been advanced to
explain why so many people have a saving shortfall, the available
empirical evidence is not conclusive.

To help Americans save enough to enjoy a more secure retirement,
the President has proposed to reserve about 12 percent of the projected
unified budget surpluses over the next 15 years—averaging about $35
billion a year—to establish new Universal Savings Accounts (USAS).
Under the proposed plan, the government would provide a flat tax
credit for Americans to put into their USA accounts and additional tax
credits to match a portion of each extra dollar that a person voluntarily
puts into his or her USA account. This plan would provide more help
for low-income workers. These accounts will build on the current
private sector pension system to enable working Americans to build
wealth to meet their retirement needs.
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CHAPTER 5

Regulation and Innovation

BECAUSE INNOVATION—the development and adoption of new
technology—is essential to U.S. economic performance over time, reg-
ulation that interferes with innovation, however justifiable on other
grounds, comes at a cost. Therefore, in such areas as competition pol-
icy, environmental regulation, and electric power restructuring, the
Administration has worked to ensure that regulation not only does not
interfere with innovation, but indeed fosters beneficial technological
change and adapts itself to such change as well.

Appropriately designed regulation can achieve desirable outcomes
that unconstrained commercial activity would not produce. Historical-
ly, regulation in the United States has been selectively applied both to
certain types of undesirable economic behavior and to certain effects of
that behavior. Antitrust laws, for example, promote competition and
prohibit anticompetitive actions that interfere with market perfor-
mance. Industry-specific economic regulation has traditionally con-
strained the exercise of market power by natural monopolies such as
telephone companies and electric utilities. Environmental regulation,
for its part, has targeted the side effects of economic activity on the
health of people and of the environment.

Although regulation, when wisely applied, can prevent economic
harm and protect economic benefits, real productivity gains over time
depend on innovation—on the steady flow of new ideas, products, and
processes. Over the past 50 years, more than half of all productivity
gains in the U.S economy, as measured by output per labor hour, have
come from innovation and technical change. Innovation thus boosts all
sectors of the economy; it is important for agriculture just as it is for
semiconductors. Those industries that fall under the rubric of high
technology—including aerospace, telecommunications, biotechnology,
and computers—provide particularly dramatic examples of growth
through innovation: their combined share of manufacturing output has
increased by more than half since 1980. Indeed, high-technology prod-
ucts have become an increasingly important part of everyday life for
American consumers. The spread of Internet use in the past 6 years,
from a few specialized applications to a routine tool for tens of millions
of Americans, is one notable illustration. But it is through innovative
effort economy-wide, both public and private, that the United States
has succeeded in strengthening its position as the world leader in
research and development (R&D; Box 5-1). To take just one measure,
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the number of patents granted in the United States grew to more than
140,000 in 1998, after passing the 100,000 mark for the first time in
1994.

Given the economic importance of innovation, public policy can achieve
greater good when it extends its perspective beyond the immediate
goals of particular regulatory programs and takes into account the
effects of regulation on the development and adoption of new technology.
This chapter first addresses how U.S. antitrust policy, beyond its con-
ventional focus on the price and output benefits of competition, has

Box 5-1.—The Scope of Government Support of R&D

The Federal Government supports innovative activity in both
direct and indirect ways. And it does so in no small measure: data
from 1997 show that U.S. Government agencies provide about 30
percent of all funds spent on R&D in the United States. The gov-
ernment’s share of funds for basic research (research that
advances scientific knowledge but has no immediate commercial
objectives) is higher still, at about 57 percent. The National Insti-
tutes of Health (NIH), for example, are a principal source of fund-
ing for biomedical research. NIH programs provide resources for
such projects as AIDS/HIV treatment, cancer research, and the
Human Genome Project. The government has also taken a direct
role in R&D and scientific education through the National Science
Foundation and other agencies such as the Department of Energy;,
which oversees the large complex of Federal laboratories. Federally
funded research has been responsible for major developments in
space technology, defense systems, energy, medicine, and agricul-
ture, to list just a sample. Federal agencies face the continuous
challenge of matching their missions to the technological needs of
an evolving world.

Industry provides most of the remaining 70 percent of R&D
funding in the United States. Indeed, its proportion has grown
steadily in the past decade, to about two-thirds of the total. But
government plays a role—an indirect one—in this effort as well,
for example through tax incentives that encourage innovation.
The research and experimentation tax credit, which allows firms
to reduce their tax obligations by 20 percent of qualifying R&D
expenditure, was recently extended until June 1999. The govern-
ment also supports basic research that underlies many applied
advances in private industry, and it engages in partnerships
with institutions such as universities to share the risk of long-
term R&D efforts that have the potential to create widespread
benefits.
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incorporated consideration of the long-run benefits of innovation. The
chapter then examines how alternative ways of implementing envi-
ronmental regulation affect the innovation and diffusion of new
technology. Finally, the restructuring of the electric power industry is
presented as an illustration of how technological change affects the
desired form of regulation, and how regulatory changes in turn affect
the pace and direction of new technological and market developments.

COMPETITION POLICY AND INNOVATION

Innovation makes enormous contributions to the Nation’s economic
growth, not just in the large and growing high-technology sector but
across all sectors of the economy. The impact of new technologies goes
beyond expanding the range of choices for consumers and lowering
prices; often, new ideas have significant consequences for the very
structure and performance of markets. In turn, one firm’s competi-
tive strategy and market behavior can affect the incentive and the
ability of all firms in an industry to produce innovative goods and
services, sometimes for the worse. The reciprocal effects of techno-
logical innovation on markets, and of markets on innovation, pose
ongoing challenges for antitrust policy. The antitrust authorities
have not shied from these challenges: 1998 saw the continued appli-
cation of the antitrust laws in technologically complex industries,
and renewed attention to the economic benefits of innovation in
assessing the health of these vital markets.

MERGER REVIEW AND INNOVATION

Corporate merger activity continues at a swift pace: in fiscal 1998
over 4,000 merger notifications were filed with the Antitrust Division
of the Justice Department and the Federal Trade Commission, the
two Federal agencies concerned with antitrust. About 7,000 additional
mergers were valued at less than $10 million, the level at which pre-
merger notification is required. The total value of all mergers in 1998
is estimated at over $1.6 trillion. The scope of merger activity in 1998
is comparable, depending on the measure used, to that experienced at
the turn of the century and in the late 1980s. Although, as in other
years, most of these mergers were small, the recent wave of economic
consolidation has been distinguished by the number of very large
mergers and by the number of mergers in such highly innovative sec-
tors as telecommunications, aerospace, and biotechnology. These
transactions, in addition to simply creating bigger firms, sometimes
create measurably more concentrated markets. Given the importance
of these advanced industrial sectors for future growth, a pressing
guestion for antitrust authorities has been how such changes in
market concentration and firm size affect innovative activity.
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The United States has a decades-long history of enforcing its
antitrust laws to ensure that mergers, acquisitions, and other struc-
tural changes in firms and markets do not unduly empower the result-
ing enterprises to raise prices or restrict output. The use of antitrust
policy as a framework for preserving and encouraging innovation, how-
ever, is a more recent development, on which there is less consensus.
The relationship between an industry’'s market structure and the
amount of innovative activity in that industry may differ from the rela-
tionship between market concentration and short-term price competi-
tion, the conventional focus of antitrust. Whereas concentration near-
ly always weakens price competition, its effects on innovation are less
clear-cut. Antitrust authorities investigating today's mergers thus con-
front a difficult task: they must not only assess the likely effects of con-
solidation on prices and output in the relevant product market, but
also account for a merger’s potential impact on innovation and the
benefits it promises to consumers in the long run.

DO BIGGER FIRMS HELP OR HURT INNOVATION?

Several recent mergers are notable for their sheer size. In the last
few years the financial services, telecommunications, and petroleum
industries have all seen mergers or proposed mergers valued in the
tens of billions of dollars. Antitrust policy in the United States does
not, however, generally treat firm size per se as important for deter-
mining the strength of competition. Market share, which does not nec-
essarily correlate with size, is understood to be the more relevant
determinant of whether prices and quantities are set competitively.

There has been greater debate, however, about the relevance of firm
size for innovation. Indeed, one could make perhaps as strong a theo-
retical case that bigness is good for innovation as that it is bad or indif-
ferent. Some commentators, following the economist Joseph Schum-
peter, have praised large enterprises for their superior ability to
attract the financial and human capital, bear the risk, and recoup the
investment required for sustained research and development (R&D)
activities. Small firms, on the other hand, have been touted as more
creative and more nimble in adapting to changes and opportunities
than their larger, more bureaucratic counterparts.

Empirical studies have consistently found that big enterprises are
more likely than small ones to undertake at least some R&D. In addi-
tion, among those firms that do undertake R&D, bigger firms tend to
make larger R&D investments. Beyond a threshold level of size, how-
ever, it is less evident that larger firms' R&D investments are propor-
tionately greater than those made by smaller firms. Most recent
research supports the consensus view that, in general, R&D rises only
proportionately with firm size.

Data matching R&D investment with the number of patents gener-
ated have shown that smaller firms produce more innovations per
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R&D dollar than do large firms. But these results do not necessarily
imply that large firms are less desirable from an innovation stand-
point. First, not all patents are equivalent in value, and not all suc-
cessful R&D is patented. So simply counting patents is an imperfect
measure of innovative productivity.

Second, there may be diminishing returns to R&D. Big firms, because
of their greater resources and ability to diversify, may simply be more
willing to risk investing in projects that appear to have less prospect of
success. Some of these projects do succeed, making discoveries that
smaller firms might have missed.

Finally, large firms may earn higher returns on their R&D than
small ones because they can deploy innovations across a broader array
of products, or take advantage of process cost savings over a larger pro-
duction volume. This may explain why large firms continue to invest in
R&D even after their proportionate patent yield drops below that of
smaller firms.

In short, although available data and research do call into question
the conjecture that large firms are superior innovators, they do not
necessarily support the contrary view that large firms are bad for tech-
nological progress and economic growth. The evidence suggests that
the large firms created by some recent mergers will have no special
tendency—but likewise no special reluctance—to engage in innovation.

MARKET CONCENTRATION, COMPETITION, AND
INNOVATION

The focus on market share in U.S. competition policy fits logically
with antitrust’s basic premise that economic performance improves
with competition. Of course, exception is made for industries that are
natural monopolies, in which costs per unit of output decline as a firm’s
production increases, to the point that it is most efficient to have just
one firm produce all output. In such markets, which historically have
included railroads, electric power, and telecommunications, monopoly
may actually be better for consumers, so long as the monopolist can be
prevented from abusing its power to raise prices or stifle innovation by
potential competitors. Competition in such cases would require waste-
ful duplication of facilities—parallel sets of railroad tracks, or dupli-
cate sets of wires connecting houses to the electric power grid or the
telephone network. For this reason natural monopolies have generally
been allowed to operate but subjected to strict regulation. In most
industries, however, economic theory and antitrust policy have long
seen more rather than less competition as best serving the purpose of
lowering prices, expanding output, and making consumers better off.

The presumption in favor of greater competition becomes less
universal when the policy goal is not just lower prices for a given set of
goods produced under a fixed set of technologies, but also the preser-
vation of efficient innovative activity by firms over time. As a theoretical
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matter, depending on various conditions, either monopoly power or
competition may yield the greater amount of innovation. On the one
hand, rivalry over market share gives competitive firms an incentive
to develop new products and processes that will help them improve or
defend their market position. On the other hand, competitive firms
face greater risk in their investments in innovation than do those
with market power. Even if a firm does make a potentially profitable
discovery, and even if it can establish intellectual property rights
over that discovery that give it a temporary monopoly, rivals may
soon develop similar or better advances that diminish or negate its
value. The risk that a competing firm’s successful innovations will
trump one's own grows with the number of competitors, and the
expected return to innovation may fall to the point where it does not
justify the cost.

Firms in competition also face more-binding financial constraints. A
monopolist or other firm with market power probably has, or can raise,
more cash for R&D and has a better chance of recouping its R&D
investment. Large, established firms might be particularly adept at
marshaling resources for incremental innovation or for helping to
bring a small firm’'s invention to market.

Even a monopolist—especially an unregulated one—has an incen-
tive to engage in cost-reducing innovations. But because a monopolist
already has the market share for which competitive firms strive, it
may have less incentive to pursue product innovations and improve-
ments than do firms facing competition. Further, a monopolist will
have an incentive to innovate strategically to protect its monopoly by
excluding rivals and by avoiding cannibalization of its existing busi-
ness. This may lead it to delay implementation of those innovations it
does develop. A monopolist might therefore be a qualitatively inferior
innovator from the perspective of consumers and overall economic wel-
fare. A dominant firm may also have an incentive to deter others from
engaging in innovative activity that threatens its market power.
The result could be a shift in the industry-wide pattern of innovation
that makes everyone except the dominant firm worse off.

The findings of empirical studies do not resolve this ambiguous
theoretical relationship between competition and innovation. Some
studies find innovation to be most intense among firms in oligopoly
markets that provide a mix of competitive incentives and above-
competitive returns. Other studies find no such correlation. To the
extent there is consensus, it is that neither the presence of many
competitors nor pure monopoly correlates systematically with optimal
levels of innovation. But even in such polar cases, predictions about
R&D activity are hard to make. The determination requires looking at
the facts in each case, because market factors other than concentra-
tion, as well as a firm’s regulatory status and the nature of its products
and technologies, also affect innovation.
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In some industries, fierce competition yields substantial R&D:
dozens of firms today are racing to develop new antiobesity drugs, for
example. But monopolies can be energetic innovators, too: during
AT&T's decades of dominance of the telecommunications industry, its
Bell Laboratories research arm developed a steady stream of new
technologies. In each case factors independent of market structure
made the difference. The market for antiobesity drugs is new, the
rewards for successful R&D are huge—future sales could reach an esti-
mated $5 billion per year—and the efficient level of R&D investment
could be quite high. In the case of AT&T, although innovation in
telecommunications might have been greater under competition, con-
sumer demand for increased capabilities in the telephone system,
opportunities to enter new markets, and the guarantee of steady, reg-
ulated returns that could help fund risky R&D made complacency
undesirable even for an established monopolist.

In addressing innovation, antitrust policy must therefore temper the
strong presumption in favor of competition that applies in convention-
al analysis of short-run price and output levels. Although more rivalry
rather than less will often remain the rule of thumb, enforcement
authorities cannot as confidently presume as a matter of economic the-
ory that more competition is good or that market power is bad for
R&D. When the overall level and the future path of innovation are at
issue, case-by-case analysis of the economic facts is likely to be even
more vital than in conventional antitrust investigations.

MERGER POLICY IN HIGH-TECHNOLOGY MARKETS

The puzzles posed by the economics of innovation have not deterred
the antitrust authorities from investigating how mergers in several
U.S. industries would affect the flow of new ideas, products, and
processes. They have, however, taken a deliberate, measured approach
to their investigations. Recent enforcement decisions have taken into
account both the traditional presumptions about competition and the
inability to rely on those presumptions when it comes to promoting
innovation. But they also reflect careful consideration of the ambigu-
ous effects that firm size and market structure may have on innova-
tion. Thus, although the antitrust authorities have recognized the
need for a dynamic perspective on mergers and have not refrained
from enforcement based on concerns about innovation, they have
brought such actions only where changes in market concentration
were extreme and, generally, where other evidence of effects on
innovation was present.

Early Cases

One of the first enforcement actions motivated by innovation
concerns occurred in 1990, when the Federal Trade Commission (FTC)
challenged the acquisition of Genentech, Inc., by the Swiss-based
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company Roche Holdings, Ltd. Some of the issues raised in that case
were traditional questions about reduction of competition: for example,
Roche was on the verge of becoming a major challenger to Genentech’s
dominant position in the market for products to treat human growth
hormone deficiency. But more central to the Commission’s complaint
was that Roche and Genentech were actual—not just potential—
competitors in the development of some other important therapeutic
innovations, especially for the treatment of AIDS and HIV infection.
Concerns about dynamic effects on the market and on the pace of
innovation, not about short-term price or output levels, drove the
enforcement decision.

The Justice Department’s Antitrust Division first challenged a merger
on innovation grounds in 1993, when it investigated the proposed
acquisition of General Motors’ Allison Transmission Division by ZF
Friedrichshafen, a German company. Allison and ZF together pro-
duced 85 percent of world output of heavy-duty automatic transmis-
sions for trucks and buses, but they actually competed head to head in
only a few geographic markets. The Justice Department nonetheless
concluded that even markets whose concentration would be unaffected
by the merger would be harmed by the combined company’s reduced
incentive to develop new designs and products, and it therefore moved
to block the transaction.

These two cases differ in important ways, and each establishes a
significant precedent for factoring innovation effects into competition
policy. In reaching its decision to challenge Roche’s acquisition of
Genentech, the FTC did not have to predict that the resulting
increased concentration in the biotechnology industry would reduce
innovation. Rather, the increase in concentration was accompanied
by concrete evidence that Roche was at an advanced stage in develop-
ing a competing human growth hormone treatment, and that Roche
and Genentech were among a small group of companies racing
to develop certain AIDS/HIV treatments. The merger would thus
have concentrated actual, not merely potential or speculative,
R&D efforts.

The Justice Department’s action in the ZF/Allison case was in one
respect bolder. There was no specific R&D effort that the Antitrust
Division found would be compromised by the acquisition. But the deci-
sion indicates that where the consolidation is so great as to leave an
industry near monopoly and without other potential sources of new
developments, potential harm to the “innovation market” could justify
challenging the transaction. These two factors—very high levels of con-
centration and evidence of parallel and competing innovation efforts—
have also formed the basis for several recent actions through which the
relationship between antitrust and innovation has further developed.
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Aerospace

The aerospace industry is one of the most innovative in the United
States. Its market is characterized by high concentration but also, out-
side the defense sector, by international competition. In the past 2
years the FTC has approved one major aerospace merger, and the Jus-
tice Department has blocked another. Innovation considerations are
central to explaining both these enforcement decisions.

In 1997 the FTC approved the merger of Boeing Co. and McDonnell
Douglas Corp., the two largest commercial aircraft manufacturers in
the United States. In that case, analysis of innovation in the aerospace
industry supported the merger, not because the transaction was
expected to increase R&D, but because the analysis showed that
McDonnell Douglas had fallen behind technologically and could no
longer exert competitive pressure on Boeing or its overseas rivals.
Acquisition by Boeing would therefore not reduce competition and
would allow McDonnell Douglas’ assets to be put to better use by a
more technologically advanced enterprise.

Concerns about progress in aerospace innovation led to the opposite
conclusion in Lockheed Martin Corp.’s proposed acquisition of
Northrop Grumman Corp., first announced in 1997. The Justice
Department’s challenge to the merger last year noted that Lockheed
and Northrop were two of the leading suppliers of aircraft and elec-
tronics systems to the U.S. military. The Department concluded that
the merger would give Lockheed a monopoly in fiberoptic towed decoys
and in systems for airborne early warning radar, electro-optical missile
warning, and infrared countermeasures. In addition, the merger would
reduce the number of competitors in high-performance fixed-wing mil-
itary airplanes, on-board radiofrequency countermeasures, and stealth
technology from three to two. The agency contended that consolidation
in these markets would lead to higher prices, higher costs, and reduced
innovation for products and systems required by the U.S. military.

Although traditional competitive concerns about prices were an
important part of the challenge to this acquisition, concerns about
innovation were central. For example, the Justice Department noted
that both Lockheed and Northrop had launched R&D efforts in
advanced airborne early warning radar systems, and it concluded that
consolidation of the two efforts would harm future military procure-
ment. The Department also found evidence that competition is partic-
ularly important for technological advances in high-performance mili-
tary aircraft. It thus concluded that “competition is vital to maximize
both the innovative ideas associated with each military aircraft pro-
gram, as well as the quality of the processes used to turn innovative
ideas into cost-effective, technically sound, and efficiently produced
aircraft.”
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The antitrust authorities’ linking of competition to innovation in the
Lockheed/Northrop case was a cautious one. Two factors weighed heav-
ily toward blocking the transaction. First, there was evidence that
Lockheed and Northrop either were actually conducting competing
R&D on relevant products or were the leading contenders to conduct
such R&D in the future. Second, there was evidence that their consol-
idation would lead to either monopoly or substantial dominance in
relevant product markets, not just reducing but in large part eliminat-
ing competitive pressure. Thus, a combination of market structure and
the existence of parallel innovation efforts pointed toward a likely
reduction in innovative activity if the merger were consummated.

Biotechnology and Pharmaceuticals

The FTC recently focused on innovation concerns in crafting a con-
sent agreement with two merging firms in the biotechnology and phar-
maceuticals industry. In 1996 Ciba-Geigy Ltd. and Sandoz Ltd., two
Swiss firms with substantial U.S. operations, announced plans to
merge into a new company, to be known as Novartis. The FTC raised
several objections to the merger. Some of the objections concerned tra-
ditional antitrust matters: the FTC was concerned that the combina-
tion would give the merged entity power to reduce competition and
raise prices in the market for herbicides used in growing corn and in
that for flea-control products for pets. The FTC accordingly ordered
that one party divest its businesses in those markets as a condition for
its approval. The more novel parts of the Commission’s challenge,
however, had to do with the prospects for innovation in the market for
gene therapy products, which allow treatment of diseases and medical
conditions by modifying genes in patients’ cells.

At the time of the FTC's investigation, in 1996 and 1997, no gene
therapy products were yet on the market; indeed, none had even been
approved by the Food and Drug Administration. Conventional
antitrust analysis therefore did not apply, because there was no prod-
uct market in which to analyze the merger’s effects on prices and out-
put. The Commission instead adopted a dynamic perspective: looking
to the future, it found two reasons for long-run competitive concerns.
First, the market for gene therapy products is expected to grow rapid-
ly, with annual sales of $45 billion projected by 2010. Second, Ciba and
Sandoz were among a very few firms with the technological capability
and rights to intellectual property necessary to develop gene therapy
products commercially. Together they would control essential patents,
know-how, and proprietary commercial rights without which other
firms, even if they did eventually develop gene therapy products,
would be unable to commercialize them.

The FTC concluded that “preserving long-run innovation in these
circumstances is critical.” The Commission did not, however, block the
merger. Instead, it crafted a consent decree designed to correct those
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aspects of the transaction that raised concerns for current and future
competition. As noted, the Commission required divestiture of certain
overlapping herbicide and flea-control businesses. More interestingly,
the Commission did not require divestiture of either firm’s gene therapy
division. Instead, Ciba and Sandoz agreed to license technology and
patents sufficient to allow one of their rivals to compete against the
merged entity in the development of gene therapy products.

The Commission’s remedy steered between the potentially conflict-
ing economic effects that a merger can have on R&D. On the one hand,
consolidating complementary capabilities can enhance innovation and
allow a combination of firms to achieve what the same firms could not
have achieved separately. On the other hand, concentrating markets to
near-monopoly levels can dampen the pressure to innovate and reduce
the enhanced probability of success that comes from multiple R&D
efforts. The Commission declined to order either Ciba or Sandoz to
divest its gene therapy subsidiary because it found that the R&D
efforts of the parent companies and their subsidiaries were closely
coordinated, so that divestiture would have been disruptive and coun-
terproductive for innovation. The decision instead to order compulsory
licensing to a capable competitor was designed to preserve both market
competition and the benefits of the merging parties’ relationships with
each other and their respective gene therapy subsidiaries.

The market context in this case is significant. Ciba and Sandoz
were not merely two of several viable competitors in the relevant
market; their merger did not simply change the degree of competition
within a middling range of market concentration. Rather, their
combination concentrated virtually all innovation capability and
essential inputs for the commercialization of gene therapy under one
corporate roof. Innovation concerns became sufficient to motivate
intervention because the facts showed a combination of monopoly
market structure and a reduction in the number of potential innova-
tion efforts. These provided sound economic support for the use of
competition policy to preserve the impetus for technological progress.
But the FTC’s action also broke important new ground: it expressly
recognized that a current merger could be challenged on grounds of
future innovation and competition in a product market that does not
yet—but likely will—exist.

INTELLECTUAL PROPERTY AND ANTITRUST

As the above discussion of merger review demonstrates, the incorpo-
ration of innovation concerns into antitrust enforcement often involves
intellectual property issues. The purpose of intellectual property pro-
tection is to encourage people to bring inventions and other creative
works into the marketplace. In so doing it furthers, in the words of the
U.S. Constitution, “the Progress of Science and useful Arts, by securing
for limited Times to Authors and Inventors the exclusive Right to their
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respective Writings and Discoveries.” To be sure, not all inventors or
artists are motivated by economic gain. But in many cases the decision
to devote time and resources to risky, innovative projects or to invest in
publication will hinge on the ability to profit from success.

Patents in the United States accordingly confer limited rights to
exclude others, even those who have come up with the same idea inde-
pendently, from making, selling, or using a covered invention without
the patentholder’s consent. Patenting allowed Eli Whitney to capture
the profits his cotton gin made possible, just as today it allows an elec-
trical engineer to secure her rights to the returns on an advance in
computer technology. Copyright statutes similarly provide protection
against unauthorized copying of original works in a variety of media
(including electronic media; see Box 5-2), even if the copying is not lit-
eral or exact. Only Thelonious Monk (or the record company to which
he sold the rights) could freely record “’/Round Midnight”; only a soft-
ware developer (or a manufacturer to which the developer grants a
license) has exclusive rights to copy and sell its programs commercially.
Finally, trademark laws can be used to protect brand recognition. One
restaurant entrepreneur cannot misleadingly use another restaurant’s
name for his own new business; a new soft drink’s label cannot look too
much like the market leader’s.

On the surface, a tension exists between intellectual property pro-
tection and competition policy: one grants exclusive rights that confer
a limited, temporary monopoly; the other seeks to keep monopoly at
bay. But at a more basic level the two areas of policy have a common
goal: to enhance economic performance and consumer welfare. For that
reason patents, for example, are extended only to novel, nonobvious,
and useful inventions and are limited in duration to 20 years.
Copyrights are granted for the life of the author plus 70 years.

Once an innovative product has been developed, efficiency dictates
that it be produced competitively. So patents should not provide a
greater incentive to invent than is necessary to get the invention into
the stream of commerce. The limits on the duration, scope, and avail-
ability of patents implicitly balance the benefits of preserving incen-
tives to innovate against the efficiency costs of granting exclusive
rights. A similar balance between innovation and competition appears
in U.S. antitrust policy, which recognizes that innovation sometimes
benefits from cooperation among competitors (Box 5-3). The National
Cooperative Research and Production Act, for example, reduces poten-
tial antitrust liability for qualifying R&D and production joint
ventures. In fiscal 1998, 38 such joint ventures registered with the
Department of Justice and the FTC, bringing to over 750 the number
of registrations since the statute was passed in 1984.

Similarly, the 1995 Antitrust Guidelines for the Licensing of Intel-
lectual Property acknowledge the exclusivity conferred by intellectual
property protection but recognize that patents do not necessarily
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Box 5-2.—Electronic Commerce and Digital Copyright
Protection

More than 70 million Americans now have access to the Internet,
which they use in no small part for commercial activities, includ-
ing the purchase of music, video, software, text, and other infor-
mation goods that can now be sent directly from one computer to
another. The volume of this electronic commerce exceeded $10 bil-
lion in 1998 and is predicted to reach $300 billion within a few
years. Electronic commerce provides unprecedented opportunity
for firms and individuals to sell and distribute such digital goods
widely and quickly. But with these benefits comes risk: the ease
with which a recording company can deliver a new song to buyers
electronically is matched by that with which buyers can illegally
copy and resell it. For electronic commerce to reach its potential,
sellers must be sure that their products are legally protected from
such piracy.

New copyright legislation has taken steps to protect digital
goods and so encourage innovative commercial uses of electronic
media. The 1998 Digital Millennium Copyright Act makes it a
crime to break the “digital wrappers” that protect electronically
encrypted intellectual property, or to sell equipment designed to
penetrate such encryption. This increased protection of digital
goods will help spur commerce and innovation, but it may also
unduly restrict legitimate uses of copyrighted material. For exam-
ple, the fair use doctrine allows free access to copyrighted works
for limited personal, educational, and research purposes that do
not compromise the work’s commercial value. What has tradition-
ally been prohibited is not access to the copyrighted work, but
rather its indiscriminate copying and distribution. An absolute
ban on bypassing digital wrappers might allow publishers to
impose a per-use fee on publications in digital format. This would
block free access to such works and thus erode the fair use princi-
ple. The 1998 Digital Millennium Copyright Act attempts to bal-
ance the need to preserve commercial incentives with the right to
fair use by permitting anyone who cannot get access to materials
usually covered by the fair use doctrine to petition the Librarian of
Congress for an exemption from the statute.

confer market power and that licensing of intellectual property is gen-
erally procompetitive. Licensing and other arrangements for transfer-
ring patents or copyrights can help bring complementary factors of
production together and thus allow faster and more efficient use of new
inventions. This benefits consumers by reducing costs and encouraging

the introduction of new products. Under the guidelines, the FTC and
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Box 5-3.—Cooperative Innovation and the Y2K Problem

As explained in Chapter 2, many older computer programs
encode years using only the last two digits and will not properly
interpret “00” as “2000” when the year 2000 arrives. This “year
2000” (Y2K) problem may cause data to be lost and programs and
systems to fail worldwide. The risks are particularly acute in
industries where different firms' computer systems are highly
interdependent. Accordingly, once the extent of the problem was
recognized, a number of manufacturing firms and securities firms
proposed, through their trade associations, to exchange informa-
tion among themselves and their computer services suppliers that
would expedite resolution of the problem in their industries. Par-
ticipating firms would share information gathered from manufac-
turers about efforts to make chips, other hardware, and software
compliant with Y2K demands, and would exchange the results of
product tests, successful remedies, and information about the
sources of various computer products.

The competitive concerns raised by the prospect of such collab-
oration were multifaceted. For example, securities firms compete
with each other not just in the provision of financial services, rele-
vant information for which is stored in each company’s computers,
but also in the procurement of computer systems. Exchange of
information about products and the results of various tests could
potentially be used by rivals as a vehicle for fostering and moni-
toring collusion in both areas of competition. At the same time,
computer hardware manufacturers and software developers com-
pete in the development of new products and in innovating around

the Department of Justice balance these benefits case by case against
the risk that a particular licensing arrangement could reduce competi-
tion in the product market or in the development of new technologies.

For example, in 1997 the Justice Department concluded that an
agreement to package certain patents essential for advanced video-
compression technology into a single license was permissible because
the patents were complements and because the licenses, which would be
granted on a nondiscriminatory basis, were unlikely to facilitate collu-
sion or the exercise of market power. But in another action the FTC
required recision of an agreement that pooled patents for laser systems
used in eye surgery because the partners in the deal were the only
independent competitors in the market for that equipment prior to the
pooling arrangement. Recently, the Justice Department successfully
concluded its 1996 challenge to a license that granted a hospital access
to software necessary to repair medical imaging equipment only if the
hospital agreed not to compete with the licensor in providing repair

184




Box 5-3.—continued

challenges like the Y2K problem. The proposed information
exchange could give these firms competitively valuable details
about their rivals’ product developments or terms of sale to
customers, undermining competition and opening the door for
collusion here as well.

Collaboration on the Y2K problem also offered clear benefits,
however. A joint effort would avoid duplicative equipment testing
and information gathering, allow more efficient identification of
successful remedies, and permit faster and more accurate respons-
es to computer system vendors about remaining problems. Manu-
facturers could devote resources to product improvement that
would otherwise have been devoted to exchanging information.

The Justice Department stated in its letters reviewing the
proposed collaborations, issued July 1 and August 14, 1998, that it
did not foresee grounds for enforcement action, because the
proposals contained sufficient safeguards that the benefits of coop-
eration outweighed the risks to competition. The firms agreed to
cooperate without exchanging price or customer information that
could be used to restrain competition. And computer manufactur-
ers would receive test information about their own products only,
not those of their rivals. Although the Justice Department recog-
nized that the information exchanges could still affect competitive
strategy, it concluded that the agreements were unlikely to lessen
innovation or pricing rivalry among vendors and offered real
prospects for reducing the costs and increasing the speed of a
resolution to the Y2K problem.

services to third parties. These cases reflect careful monitoring by the
antitrust authorities of the interaction among intellectual property
protection, competition, and innovation.

NETWORK COMPETITION AND INNOVATION

Antitrust policy in the United States has devoted substantial
attention in the past year to the relationship between competition and
innovation in what are today called network industries. Enforcement
actions in the credit card and software industries as well as consent
decrees in the telecommunications industry have highlighted the chal-
lenges enforcement agencies face in balancing long-run encouragement of
innovation with short-run concerns about competition.

Networks are a familiar concept to Americans: we are linked to each
other by telephone networks, we increasingly shop and obtain informa-
tion through the web of linked computers we call the Internet, and we
confidently slide a card issued by one bank into an automatic teller
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machine owned by another. The distinguishing characteristic of network
goods is that their value to each consumer increases the more they are
used by others. New telephone subscribers add to the number of people
that existing subscribers can call; their participation in the network
increases the system’s value to current and future users. New buyers of a
word processing package are more people with whom earlier purchasers
can easily exchange documents. This additional value that new users add
to network goods is termed a “network externality.”

Network benefits are not limited to communications systems or to
systems in which communication is an element. A good whose useful-
ness depends on the existence of complementary products—products
used in conjunction with the original good—may likewise increase in
value to users as more and more people adopt it. Awidely used product
may attract greater investment in the provision of complements than
one that has few users. In the personal computer industry, for exam-
ple, software producers typically devote most of their efforts to writing
programs that will be compatible with the more widely used hardware
platforms and operating systems. (Achieving compatibility sometimes
requires reverse engineering of existing products; see Box 5-4). Over
time more, better, and cheaper software thus becomes available for
more popular machines than for others. Similarly, the best-selling
video game platform will attract more game developers, thus reinforcing
the advantage of that platform over competitors.

Because of network externalities, a product’s popularity can be self-
reinforcing: new customers buy the more popular good because of the
larger externality, which then grows still further, making the product
yet more attractive to additional purchasers. This dynamic sometimes
makes network markets “tip” toward monopoly. A network monopoly
has benefits for consumers not generally found in conventional mar-
kets, because its dominance can maximize the network externality. But
network dominance also poses hazards that compound conventional
economic concerns about monopoly.

First, the product that becomes the network standard will not neces-
sarily be the most capable, most efficient, or highest-quality product on
the market. Because consumers want the good that will offer the largest
network externality, expectations about a product’s success can be at least
as important to their purchase decisions as price and quality. Consumers
using products, even superior products, that have lost the competitive
battle receive a much smaller network benefit, and may eventually have
to incur the costs of switching to the dominant product. These include not
only the cost of purchasing the rival product but the cost of learning to
use it. By the same token, if an inferior good gets a decisive lead in
“installed base” among consumers, their switching costs may be enough
to keep them from moving to the superior standard. And new customers
may find that the greater network externality available from the leader
offsets the price or design advantages of the contender.
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Box 5-4.—Reverse Engineering and Compatibility

When competing network products are mutually compatible,
consumers benefit from the same network externality regardless
of which product they choose. If the value of a word processing
package depends on the number of people with whom documents
can be shared, then a new entrant can overcome its network dis-
advantage by enabling its product to exchange files with the lead-
ing program. Similarly, if a new game platform can play cartridges
designed for rival systems, it gains value from the increased avail-
ability of complementary goods. Translation between systems is
not always perfect, however, and a dominant firm facing new
rivals might try to reestablish its advantage by reintroducing
incompatibility in subsequent versions of its software. Never-
theless, cross-compatibility remains an important competitive
strategy for entrants into network markets—and is beneficial for
consumers.

To achieve compatibility, a competitor may have to “reverse
engineer” the rival'’s product, to learn how to make it work together
with its own. For that reason, firms with a market edge might try
to protect their products against efforts to establish cross-compat-
ibility by restricting competitors’ access to critical interfaces where
information is exchanged. One means of doing so is to enforce a
copyright on the particular lines of computer code that a rival
would have to use to make its product compatible. Courts, however,
have been increasingly reluctant to uphold copyright protection for
such purely functional aspects of computer programs. A leading
producer may instead try to encrypt or otherwise technologically
protect the information to which a rival seeking compatibility
needs access. The Digital Millennium Copyright Act of 1998
expressly permits software developers to circumvent such protec-
tions. It thereby limits the extent to which a program copyright
can block competition by noninfringing programs or in markets for
complementary software. But to avoid undermining the incentive
to develop new software, the act allows circumvention only to the
extent necessary to achieve compatibility.

Second, these same switching costs can make network markets par-

ticularly hard for new competitors to enter, especially if new products
cannot interconnect with those already in the market. This potentially
makes network monopolies quite stable and reduces the dominant
firm’s incentives to introduce innovative products and services. An
example is the delay in the marketing of digital subscriber line (DSL)

technology for high-speed telecommunications. Although DSL technology

has been available since the 1980s, only recently did local telephone
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companies begin to offer DSL service to businesses and consumers
seeking low-cost options for high-speed telecommunications. The
incumbents’ decision finally to offer DSL service followed closely the
emergence of competitive pressure from cable television networks
delivering similar high-speed services, and the entry of new direct com-
petitors attempting to use the local-competition provisions of the
Telecommunications Act of 1996 to provide DSL over the incumbents'’
facilities.

Third, a network monopolist may have advantages in selling com-
plementary goods that allow it to extend its dominance from one mar-
ket to another. Advantages in complementary markets are not neces-
sarily anticompetitive. The provider of one good may be able to exploit
economies of scale and scope that make it a superior provider of the
complementary good. But a monopoly provider of one product may also
be able to tie or bundle a second product in a way that forecloses com-
petition in the second product market. For example, it may condition
sale of the monopoly good on whether the buyer also purchases the
complementary good.

The Challenge for Antitrust

In network markets as in others, antitrust law does not condemn
monopolies legitimately achieved. Incentives to innovate and compete
might diminish if dominance itself, honestly earned, could be second-
guessed by enforcement authorities. Instead, what antitrust proscribes
is anticompetitive conduct—predatory or exclusionary practices—that
creates or maintains monopoly power. The particular challenge of net-
work markets is that, because network effects can accrue rapidly and
be costly to reverse, there is a premium on being able to identify and
stop anticompetitive activity quickly. Once dominance is acquired, it
may be impractical or undesirable to use regulatory or antitrust reme-
dies to undo the outcome, even if an inferior standard prevails or if
anticompetitive tactics have been employed. To be sure, antitrust can
target unlawful conduct designed to preserve or extend those out-
comes. But once customers have adopted a standard, remedies that
would reduce the accrued network externality are costly, no matter
how dominance was achieved.

Identifying predatory or exclusionary practices early can be difficult
in the network context. Competitive strategies that would be inherently
suspect in a conventional goods market may be reasonable in network
markets, especially when competitors believe, rightly or wrongly, that
the winner will take all. For example, pricing below cost is often a tell-
tale sign of predation in conventional markets. But in network mar-
kets it may be a matter of competitive necessity to price below cost in
order to penetrate the market quickly, gain a lead in installed base,
and raise expectations that a product will deliver a large network ben-
efit. Predatory pricing rules in Federal antitrust policy do allow for
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transitional circumstances and recognize that prices may not reflect
startup costs for new entrants. In applying those rules in network mar-
kets, authorities must analyze, on the facts of each case, when aggres-
sive pricing constitutes a legitimate strategy that other competitors
would rationally pursue, and when they amount to predatory conduct
that forecloses competition.

Similarly, when a network monopolist enters a market for comple-
mentary products on terms that make it hard for competitors to suc-
ceed, authorities must determine whether the monopolist's advantage
stems from genuine efficiencies or from anticompetitive arrangements.
Where efficiencies are identified that cannot be achieved in a manner
that has less effect on competition, enforcement agencies must balance
the welfare gains from those efficiencies against the welfare losses
from reduced competition. A good illustration of the problem comes
from the days before personal computing. Technological innovations
adopted in the 1970s made mainframe computer components suffi-
ciently compact that certain memory devices were for the first time
built into the main computer cabinet and hardwired into the central
processing unit. IBM Corp., the market leader, thus began to sell com-
puters and memory storage as an integrated unit. Independent manu-
facturers of IBM-compatible memory devices sued, claiming IBM had
leveraged its market power in mainframe computer processors into the
more competitive peripherals market. In California Computer Prod-
ucts v. IBM, decided in 1979, the U.S. Court of Appeals ruled in IBM's
favor after finding on the facts that, in this particular case, integration
was an efficient and natural result of beneficial product innovation.

Several very recent enforcement actions demonstrate the complex
issues at stake in network competition and show how preserving both
the incentive and the opportunity for development of innovative
products and services has become an essential concern of competition
policy. Among these are actions in the credit card industry and in the
markets for Internet software and services.

Credit Cards

As use and acceptance of a particular brand of credit card grow, that
card becomes more valuable for both businesses and consumers. This
gives rise to a classic network externality, with all the benefits to con-
sumers—and the possible effects on competition and innovation—
already described. Concern over competition and innovation among
general-purpose credit card networks recently prompted the Depart-
ment of Justice to file an antitrust suit against the two largest
networks, Visa and MasterCard.

The credit card industry operates at two distinct levels. Consumers
and merchants are most directly involved in the downstream level,
which encompasses card issuance and card acceptance services. The
players at that level are banks and other institutions that issue cards
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and compete for customers on the basis of interest rates, annual fees,
payment terms, customer service, and various enhancements or usage
bonuses. The Justice Department’s challenge concerns the industry’s
second level: the upstream level, encompassing the underlying card
networks themselves. These networks provide various services to card
issuers: they implement systems and technologies for card use and
clearance, develop card products, and promote the card brand. They
also set fees for participation in the card network.

The competitive dynamics of these two levels are very different. If
numerous institutions can join a network and issue cards, competition
at the downstream level—for consumers of card services and mer-
chants requiring acceptance services—will be strong. Competing at the
network level, however, is more difficult. Establishing brand name
recognition, developing processing and information systems, and build-
ing a sufficient base of merchants and card users take enormous
amounts of time and money. Either a new entrant at the network level
must attract potential issuers from more established systems, or it
must enter the market at both levels itself, issuing cards and providing
acceptance services as well as providing network services. The difficulty
of the undertaking can be surmised from the fact that only one new
network, Discover (now Novus), has successfully entered the general-
purpose credit card market in the last 30 years.

Visa and MasterCard began as separate, competing networks owned
and governed by their card-issuing members. Each eventually accepted
the other's members into its network as participating owners. As a
result, the two networks now have substantially overlapping owner-
ship and governance. The Justice Department’s case focuses primarily
on the innovation-reducing consequences of this arrangement. The
Department alleges that the corporate governors have stopped both
networks from introducing new products and services because
improvements in one network, although they would benefit consumers,
would largely shift profits from the other network rather than raise
overall returns. And with a combined 75 percent share of the credit
card market by volume of transactions, the governors face little pres-
sure from competitors to implement new initiatives in the systems
jointly.

The Justice Department’s complaint specifically identifies innova-
tions that it alleges were delayed by the two networks’ overlapping
structure. One of these is “smart card” technology: the use of integrated
circuits in the cards themselves to store more data, perform a greater
array of functions, and better monitor fraud and credit risk. According
to the Department, when Visa indicated that it did not want to intro-
duce smart cards, MasterCard’s board decided not to continue their
development. Whether the decision was anticompetitive or driven by
legitimate business judgment about the commercial viability of smart
card technology remains to be proved. But whatever the outcome, the
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Justice Department’s challenge represents an important application
of antitrust policy to the particular problems of competition and
innovation in network industries.

Telecommunications and the Internet

Network effects have been essential to the structure and regulation
of telecommunications. At the beginning of this century communities
were often served by competing telephone systems, with AT&T and an
alliance of independent companies each taking about half the market.
Generally, the competing systems refused to interconnect with each
other and exchange traffic, and so a customer could only call people
who subscribed to the same network. Eventually, AT&T was able to tip
the market in its favor by patenting superior long-distance technology
to which subscribers of competing telephone companies were denied
access. This gave consumers an incentive to switch to AT&T, and the
company grew into a nationwide monopoly.

In 1984 the Federal Government broke up AT&T’s integrated
monopoly into a long-distance company and seven regional companies
providing local telephone service. Each of these seven companies still
had a monopoly over the local service network in its region. The
Telecommunications Act of 1996, however, opened the door to local tele-
phone competition by requiring the regional monopolies to, among
other things, interconnect and exchange traffic with new entrants into
the market on nondiscriminatory terms. From the standpoint of net-
work economics, this provision makes entry easier by allowing any
new telephone company, no matter how small, to offer consumers the
same network benefit as a larger carrier.

Preserving competition has also been a regulatory priority in
telecommunications networks other than the telephone system. Inter-
net “backbone” providers transport information between the high-
capacity computer networks that make up the Internet. They sell their
services to businesses, institutions, and the Internet service providers
(ISPs) that offer Internet access directly to consumers. They also nego-
tiate terms for the exchange of traffic with each other to provide the
universal connectivity that defines the Internet. When MCI Commu-
nications Corp. and WorldCom, Inc., which in addition to their other
lines of business were two leading backbone service providers, were
merging in 1998, the Justice Department required MCI to divest its
Internet backbone business to an independent competitor. Without the
divestiture, the merged company would have had substantial control
over the transport of Internet traffic, making it more tempting to
reduce the services it provided to rival networks with which it
exchanged traffic. The Department’s enforcement action thus helped
preserve competition in the backbone market and ensure that no
single company could dominate the “network of networks” that com-
prises the Internet.
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In another part of the Internet market, the Justice Department has
challenged what it alleges are anticompetitive practices in the market
for browsers, software that consumers use to access the Internet from
their computers. All computers have operating systems that control
and allocate the hardware resources of the computer and allow it to
run various applications programs of the user’s choosing, such as word
processors and browsers. The necessity for any new operating system
to be accompanied by a range of compatible applications creates a bar-
rier to entry into the operating system market. Operating systems are
subject to network effects because more programs will be developed to
run on the more widely used systems. As more programs are developed
to run on a particular operating system, that system becomes yet more
popular to consumers. The result is a market for operating systems
that has a propensity to tip to a dominant provider. Currently,
Microsoft Corp.’s Windows operating system dominates the market for
systems that run on IBM-compatible personal computers.

The Justice Department claims, among other charges, that Microsoft
has misused its dominance in the market for personal computer oper-
ating systems to maintain power in that market and to attempt to gain
dominance in the complementary market for browsers. Microsoft,
which packages its browser with current versions of Windows, has
allegedly required computer manufacturers to agree, as a condition for
receiving licenses to install Windows on their products, not to remove
Microsoft's browser or to allow the more prominent display of a rival
browser. Because consumers demand that manufacturers preload Win-
dows onto new personal computers, manufacturers face heavy costs if
they do not accept Microsoft's terms. Similarly, the Department claims
that Microsoft has refused to display the icons of ISPs on the main
Windows screen or list them in its ISP referral service unless the ISPs
agree, in turn, to withhold information about non-Microsoft browsers
to their subscribers. The ISPs are also required, the Department
alleges, to adopt proprietary standards that make their services work
better in conjunction with Microsoft's browser than with others.
Microsoft responds that integrating its Internet browser makes its
operating system more functional and increases the features and uses
of programs written for that operating system, to the ultimate benefit
of consumers. The company also claims that the contractual arrange-
ments with ISPs are nothing more than cross-promotional agreements,
which are common within the computer industry.

The case against Microsoft reflects an effort by the Justice Depart-
ment to prevent perpetuation of monopoly by allegedly anticompetitive
means, to protect competition in the Internet browser market and to
maintain incentives for the development of innovative software by
preventing anticompetitive actions against successful products. The
challenge for competition policymakers in this context is to preserve
competitive opportunities without punishing successful competitors.
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At issue is where to draw the line. Is a successful company’s use of
aggressive tactics legitimate, so that regulation might reduce future
innovation incentives and consumer welfare? Or do those tactics cross
the line into misuse of market position to engage in predatory or exclu-
sionary conduct that forecloses competition and innovation, to the
ultimate detriment of consumers? Striking the right balance is essen-
tial for promoting innovation and protecting consumer welfare in the
fast-moving conditions of network competition.

ENVIRONMENTAL REGULATION AND INNOVATION

Environmental regulation addresses the problem of environmental
damage caused by pollution generated as a consequence of economic
activity. As long as polluters do not bear the full cost of the environ-
mental damage they impose on others, they will lack the incentive to
reduce emissions adequately. Unregulated markets therefore typically
generate too much pollution. Well-designed environmental regulation
can reduce pollution and increase the net value of economic activity,
which is the value of goods and services produced after deducting all
costs of production, including the social costs of environmental damage.

Environmental policy may have a significant impact on the pace and
direction of innovation, which over the longer term may be of greater
importance than the impact of policy on immediate environmental
outcomes. In what follows, the interaction of environmental regulation
and innovation is examined. The incentive to generate new technolo-
gies under alternative forms of environmental regulation is discussed.
This is followed by a discussion of the diffusion of existing technology
among potential adopters and the role for policy to modify diffusion
rates. Some of the major points of this discussion are illustrated in the
context of policy regarding global climate change. Finally, the long-run
impact of environmental regulation on productivity is discussed.

ENVIRONMENTAL POLICY AND INCENTIVES TO
INNOVATE

Three Approaches to Environmental Regulation

Governments can implement environmental regulation in any of
three principal ways: by providing producers and consumers with eco-
nomic incentives to reduce their emissions, by enforcing limits on the
rate of pollution discharge, or by mandating technology that producers
or consumers must use to reduce pollution. This Administration’s envi-
ronmental policy has increased the use of incentive-based approaches.
The preference for such approaches is often justified on static cost-
effectiveness grounds: an incentive-based approach can achieve any
environmental goal at lowest cost, given existing technology, because it
induces emitters to reduce emissions as efficiently as they can with the
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technology at hand. But incentive-based approaches can also be justi-
fied on dynamic grounds: under incentive-based regulation, sources of
emissions may be more inclined to develop new technology that
reduces pollution at lower cost than under alternative forms of regula-
tion. In this way, market forces ensure that innovation and creativity
are used to help improve the environment rather than devoted to
finding ways to escape the brunt of regulation.

Examples of incentive-based approaches include tradable permit
systems, emissions taxes, subsidies to reduce pollution, and liability
rules. Under a tradable permit system, the government issues permits
that allow emission of a given quantity of a pollutant; total emissions
are limited by the number of permits issued. Emissions without a per-
mit are banned. Although total emissions are thus capped, each source
of emissions can choose its own level of emissions by buying or selling
permits. The added flexibility afforded by permit trading allows
sources that find abatement expensive to buy permits from sources
that can abate at less cost. Thus, overall emissions are reduced at
lower total cost. In 1998, for example, the Environmental Protection
Agency (EPA) introduced regulations to reduce nitrogen oxides (NOy)
emissions in 22 States and the District of Columbia, allowing for emis-
sions trading among electric utilities that are sources of NOy emis-
sions. Sources needing more permits than have been allocated to them
can buy them from sources that succeed in reducing emissions below
their initial allocation.

Under an emissions tax, sources of emissions are taxed on their
activities that cause environmental damage. If the tax is set to approx-
imate the social cost of the environmental damage caused by the
activity, sources face appropriate incentives to reduce emissions to an
economically efficient level, that is, the level at which the social bene-
fits deriving from additional pollution reductions just cover their cost.
Despite the theoretical appeal of emissions taxes, however, they have
rarely been used to regulate pollution in the United States.

Subsidies, on the other hand, have been used occasionally to encour-
age the use of more environmentally benign technologies. A system of
environmental subsidies mirrors that of an emissions tax: sources of
potential environmental benefits receive government payments to
encourage their beneficial activities. For example, under the Energy
Policy Act of 1992, electricity produced from wind and biomass fuels—
two environmentally benign sources of energy—receives a tax credit of
1.5 cents per kilowatt-hour generated.

Finally, liability rules impose financial responsibility on emissions
sources for any environmental damage they cause, thus providing
them with a direct incentive to reduce the adverse environmental
impacts of their activities. For example, the Oil Pollution Act of 1990
makes firms liable for cleanup costs, natural resource damages, and
third-party damages caused by their oil spills into surface waters.
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Similarly, the Clean Water Act makes parties liable for the costs of
cleaning up their spills of hazardous substances.

As noted at the outset, an economic advantage of incentive-based
approaches is their static cost-effectiveness: given existing technology,
they achieve a given environmental objective at lower cost. For
example, a system of tradable permits minimizes the cost of a given
amount of emissions reduction by ensuring that the reduction is
undertaken by those emissions sources, and only those sources, that
can do it most cheaply. This comes about because any source that
can lower emissions at a cost below the market price of permits will
profit by doing so, through the sale of its unneeded permits in the
market. Likewise, any source for which the cost of reduction exceeds
the market permit price will find it profitable to pollute beyond
its allowance, covering its excess emissions by buying additional
permits in the market.

It is not always feasible to monitor the contribution of individual
sources to environmental damage. In such cases it is impractical to allo-
cate emissions permits, levy taxes on emissions, or assign liability for
damage. Instead, incentive-based environmental regulation may take
the form of providing incentives for emissions sources to change their
production methods, rather than incentives to reduce pollution per se.
For example, fertilizer runoff from farmland causes nitrate pollution of
ground and surface waters, but it is difficult to measure the pollution
attributable to each of the many widely scattered (“non-point source”)
producers. In part because farmers contribute to non-point source pol-
lution, the Department of Agriculture pays up to 75 percent of the costs
of certain conservation practices that reduce environmental damage,
under the Environmental Quality Incentives Program of 1996.

In contrast to incentive-based approaches, technology standards
stipulate the equipment and methods that sources must employ to con-
trol emissions. Performance standards, on the other hand, specify a
limit on the emissions allowed by each source but allow the source to
choose how best to meet this limit. Many environmental regulations
combine elements of both performance and technology standards. For
example, the Clean Water Act requires sources to meet an effluent per-
formance standard for conventional pollutants that is set according to
what could be achieved using the “best conventional technology.” Often
this becomes a de facto technology standard. Conversely, technology
standards sometimes allow sources to use technologies other than
those specified if they can demonstrate that the alternative technology
will achieve the same amount of pollution reduction.

In the context of environmental regulation, technology or performance
standards, in contrast to incentive-based approaches, may not be cost-
effective, because they provide no mechanism for concentrating emissions
reductions where they are cheapest. Of the two types of standards, per-
formance standards are preferred because they allow emissions sources
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the flexibility to choose lower cost methods of abatement. Technology
standards may also lock in the use of pollution control technologies that
are unnecessarily costly in the face of changing conditions.

Incentives to Innovate Under the Three Approaches

Although incentive-based regulation may thus be preferable to
regulation by performance or technology standards from the perspective
of the short-term, static cost of achieving given environmental objectives,
evaluation of the relative cost-effectiveness of the three approaches over
longer horizons is more complex. Achieving ambitious environmental
goals in a growing economy will require advances in technology (Box 5-5).
The evolution of pollution control costs over time is affected by innova-
tion, and the three approaches differ in the incentives they offer potential
innovators. Innovation may be particularly important when environmen-
tal regulation is relatively new, because then there are often unexplored
avenues of research and significant learning-by-doing effects.

An important criticism of technology standards is that they may pro-
vide little incentive to search for more cost-effective ways to reduce
emissions. A technology standard provides an incentive to develop
cheaper new technologies only if those technologies can meet mandated
targets and win regulatory approval. Performance standards, in con-
trast, provide an incentive to find lower cost ways of reducing emis-
sions, at least to the level of the standard. However, they may give little
incentive to search for new methods to reduce emissions below the

Box 5-5.—Recent Trends in Air Quality

Environmental regulation has sharply reduced emissions of a
number of important pollutants over the past several decades.
Emissions of five of six major air pollutants (the exception being
nitrogen oxides) have fallen substantially since passage of the
1970 Clean Air Act Amendments (Chart 5-1). The EPA's phaseout
of lead additives in gasoline has been largely responsible
for the spectacular fall in lead emissions since the 1970s: lead
emissions in 1997 were less than 2 percent of 1970 emissions.

These improvements occurred during a period of considerable
economic growth. From 1970 to 1997, real GDP expanded by 114
percent, so that emissions per unit of GDP have fallen dramatically
since 1970. In certain sectors the reduction in pollution per unit of
output has been especially striking. Vehicular emissions of volatile
organic compounds per mile traveled have fallen by 81 percent,
and emissions of carbon monoxide by 73 percent, since 1970.
These impressive reductions could not have taken place without
substantial innovation in new processes and products as well as
their widespread adoption.
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Chart 5-1 Emissions of Six Major Air Pollutants

Since the Clean Air Act Amendments of 1970, the emissions of five out of six major
air pollutants have fallen dramatically.
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current standard, unless standards are expected to become tighter in
the future.

One way to increase the incentive to innovate under performance
standards is for regulators to commit to the implementation of a strict
standard in the future. Such strict, “technology-forcing” performance
standards raise the value of innovations that lower pollution control
costs. Whereas requiring emissions sources to meet a stringent
standard immediately with existing technology may impose large
costs, announcing the same stringent emissions targets well in
advance provides an incentive to innovate, as well as time to develop
the infrastructure and make other investments necessary to adopt and
implement new technologies. This can reduce compliance costs signifi-
cantly. For example, in 1970 the California Air Resources Board adopted
stringent air emissions standards for new cars, which took effect in
1975. Many at the time did not believe the standard could be met at a
reasonable cost. Yet the stringent standard contributed to the develop-
ment of an emerging technology, the catalytic converter, which cut
automobile emissions dramatically and is widely used today. There is a
downside, however, to the technology-forcing approach. Innovative
activity is risky: investments in R&D may or may not pay off in new
discoveries. If they do not, compliance costs may fall by less than
anticipated, and the ambitious environmental goal may prove extremely
costly to meet. And relaxing the goal at a later date in the face of high
compliance costs, thereby rewarding failure, has its own drawbacks.
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In contrast to both performance and technology standards, incen-
tive-based approaches reward emissions sources for developing meth-
ods that reduce emissions, regardless of their current level. For exam-
ple, under a system of tradable permits, any technology that reduces
emissions allows a source to profit from higher permit sales (or lower
permit purchases). Similarly, under emissions taxes, subsidies to
reduce pollution, or liability rules, innovations are rewarded through
lower costs, higher subsidies, or lower liability payments, respectively.
Because incentive-based approaches provide rewards for reducing
emissions at all pollution levels, rather than just to a given standard,
they offer incentives for innovation that are superior to those under
either technology or performance standards.

The Impact of Alternative Regulatory Policies on Reducing
Sulfur Dioxide Emissions

Regulation of sulfur dioxide (SO5) emissions from coal-fired electric
generating plants illustrates the importance of environmental regula-
tory structure for cost savings and innovation. The 1977 Clean Air Act
Amendments required new fossil fuel-fired electrical generating plants
to remove 90 percent of SO, from their smokestack emissions
(70 percent if the plants use low-sulfur coal). This policy effectively
mandated the use of scrubbers, devices that remove SO, from the
exhaust gases produced by burning coal.

Title IV of the 1990 Clean Air Act Amendments established a trad-
able permit program for SO, emissions. In phase | of the program,
which began in 1995, permits were allocated to 110 electric utility
plants around the country. In phase 11, which begins in 2000, the pro-
gram will be extended to cover virtually all fossil-fuel-burning electric
generating plants and is ultimately expected to reduce SO, emissions
to 50 percent of 1980 levels. Under the tradable permit program,
plants that can reduce emissions cheaply, by switching to low-sulfur
coal, for example, can sell permits to plants for which emissions reduc-
tion is more expensive. Estimates of cost savings just from allowing
trading range from 25 to 43 percent.

Changing the SO, regulatory system to a tradable permit system
may also spur innovation that results in additional cost savings. Orig-
inal compliance cost estimates will be overstated when they do not ade-
guately take technological advances into account. (Box 5-6 explores
whether there is a systematic tendency for preimplementation cost
estimates to exceed costs actually achieved.)

In fact, estimates of the cost of reducing SO, emissions in 2010 have
fallen substantially over time. In 1990 the EPA forecast that the total
annual compliance cost for SO, emissions reduction in 2010 would be
in the range of $2.6 billion to $6.1 billion (in 1995 dollars). In contrast,
a 1998 study projected annual compliance costs in 2010 at just over $1
billion (again in 1995 dollars). Factors other than technological change
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Box 5-6.—Comparing Estimates of Environmental
Compliance Costs Before and After Regulation

In part because of the recent experience with SO, regulation,
some environmentalists have voiced concern that estimates of
compliance costs made before regulation is implemented system-
atically overstate the likely costs. A recent study reviewed the lim-
ited number of cases, from 1972 through the early 1990s, where
both pre- and postimplementation cost estimates exist, to deter-
mine whether the former routinely overestimated compliance
costs. The study found both cases of overestimation and cases of
underestimation. Prior to 1981, compliance costs for nearly all new
regulations were apparently overestimated. Since then, however,
the accuracy of estimates has improved and the balance has been
more equal.

Preparing accurate estimates of compliance costs involves many
challenges. When estimating costs in advance of implementation,
analysts must inevitably base their forecasts on the policies actually
proposed. But policies are often changed or relaxed in the process of
implementation, so that comparison of these early estimates with
actual implementation costs often ends up comparing apples and
oranges. Furthermore, cost estimates prepared before implementa-
tion typically assume 100 percent compliance. But not all firms may
comply, and those that do not are often those with the highest com-
pliance costs. Cost estimates after implementation are inevitably
based on data covering only those firms in compliance, and hence
they tend to be lower than estimates based on perfect compliance.
On the other hand, to the extent that cost estimates are not
sufficiently optimistic about future technological advances, the costs
of compliance will be overstated.

also help explain the dramatic decline in expected compliance costs.
For example, certain aspects of the program that effectively loosened
the limit on total emissions were not included in the original forecast.

Perhaps the single most important factor, however, was the decline
in railroad freight rates as a result of railroad deregulation. Coal from
the Powder River Basin in Montana and Wyoming has the lowest
production cost and lowest sulfur content of any coal in the United
States. Lower railroad rates reduced the cost of transporting low-
sulfur Powder River Basin coal to Midwestern utilities. Coal-fired
electric generating plants already dependent on coal transported from
distant locations gained direct cost savings. Other plants found they
could reduce emissions at lower cost by switching to low-sulfur coal
rather than investing in scrubbers.
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The SO, experience reveals several advantages of relying on incen-
tive-based approaches to environmental regulation. First, even with a
given technology, allowing trading lowered compliance costs. Second,
tradable permits provided added incentives to innovate. Third, trad-
able permits allowed sources the flexibility to adapt to changing cir-
cumstances rather than be locked into a prescribed method. The
Administration has recently adopted rules to allow trading of NOy
emissions and is a strong proponent of establishing an effective inter-
national permit trading system to meet the reductions in greenhouse
gas emissions agreed to in the 1997 Kyoto agreement on climate
change.

Getting Innovation Incentives Right

It is widely recognized that the volume of R&D activity undertaken
in a market economy may fall short of what would best serve society’s
interest. The market failures that produce this outcome apply broadly
throughout the economy but may be particularly acute in the area of
environmental technology.

One critical reason why private R&D activity may be less than what
is socially ideal is that the economic and social benefits of a promising
new technology may exceed what the innovating firm can capture for
itself. This appropriability problem can emerge where patent protec-
tion is incomplete, so that rival firms can quickly and freely imitate an
innovation, or where basic research leads to advances in knowledge
that are difficult to patent. Even where patenting is secure, there are
often important knowledge spillovers from one firm to another. Inno-
vations in one field may spawn ideas that lead to innovations in others.
Empirical evidence supports the notion of appropriability effects: such
evidence strongly indicates that the social rate of return from R&D
greatly exceeds the private rate of return. Therefore, a strong case for
public support for R&D can be made, to better align the private
returns with the social.

Two additional concerns relating to the private provision of R&D
are of specific importance to environmental policy. First, environ-
mental regulation itself may aggravate the appropriability problem.
As noted above, under technology and performance standards, emis-
sions sources do not receive credit for the value of environmental
improvements they introduce. As a result, beyond the usual appro-
priability problems facing innovators, there may be too little incen-
tive for firms to generate environmental innovations.

Second, inappropriate incentives for innovation may also result
when environmental regulation, even when incentive-based, is either
too lax or too stringent. When regulation is too lax, emissions sources
may have insufficient incentive to innovate to reduce emissions or to
lower costs; when it is too strict, they may spend more on devising
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innovations than the resulting reduction in emissions is worth.
Abstracting from the appropriability concerns common to all R&D,
incentive-based approaches generate efficient innovation incentives
only when they succeed in “getting prices right"—that is, when they
ensure that the prices of tradable emissions permits or the taxes
levied on emissions fully reflect the actual damages resulting from
pollution. Only under these conditions will potential innovators
appropriately weigh the cost of innovations against the expected ben-
efits, including both expected reductions in compliance costs and the
benefits from reduced pollution.

Thus, although private sector incentives to innovate are typically
insufficient, more R&D activity is not always better. Like other invest-
ments, investment in R&D activity is justified only when the expected
benefits exceed the costs. Of course, it is difficult at the outset to pre-
dict the success of an R&D venture, because the returns are inherently
uncertain. As Albert Einstein put it, if we knew what we were doing, it
wouldn’t be research.

Even when regulation succeeds in “pricing” environmental damage
appropriately, a strong case can usually be made for government sup-
port of environmental research because of the large gap that likely
exists between social and private returns, particularly in the area of
basic research. The Federal Government funds environmental
research to identify environmental threats and find solutions to those
threats. Basic research into environmentally friendly technologies
can provide the knowledge base for the development of cheaper
means of controlling the environmental impact of economic activity.
In 1994, direct Federal investment, amounting to $5.1 billion,
accounted for around 50 percent of all U.S. environmental R&D
expenditures. The greater part of the government’s environmental
R&D investment is carried out through its system of research labo-
ratories and competitive grants to universities and researchers.
Research is also undertaken through public-private research part-
nerships such as the Partnership for a New Generation of Vehicles
(Box 5-7).

ENVIRONMENTAL POLICY AND THE DIFFUSION OF
TECHNOLOGY

Although innovation is a necessary precondition for improved envi-
ronmental technology, better environmental performance will not be
realized unless that new technology is adopted. Regulatory, informa-
tional, and other hurdles may block or delay the adoption of new,
more environmentally friendly technologies. Policy may play a useful
role in encouraging the diffusion of new technology if consumers or
firms do not adopt new technologies as fully or as rapidly as is best
for society.
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Box 5-7.—The Partnership for a New Generation of Vehicles

The Federal Government can play a particularly vital role in
promoting R&D in situations where the private sector’s incentive
to pursue innovations with environmental payoffs is distorted. For
example, low gasoline prices have made consumers less concerned
about fuel efficiency, dampening the automobile industry’s inter-
est in developing more-fuel-efficient vehicles. Yet vehicle emis-
sions are a major source of greenhouse gas emissions and other
pollutants, and therefore such efforts would produce clear benefits
to society.

In response, the Partnership for a New Generation of Vehicles
was established in 1993 between the Federal Government and the
major domestic automakers, with the aim of dramatically increas-
ing the fuel efficiency of vehicles while maintaining performance
and price. A goal of the program is to develop, by about 2004, a
production prototype of a midsized sedan that would achieve 80
miles per gallon. The R&D needed to reach that goal ranges from
basic research into lightweight materials and alternative power
sources to applied engineering of new manufacturing processes. To
entice firms to join the research endeavor, the government co-
funds both basic and more applied research and provides access to
the extensive Federal laboratory system and its experts. To date,
several new technologies have been developed that are bringing
this goal closer to reality.

Patterns and Incentives in Technological Diffusion

The diffusion of a new technology often follows a well-established
pattern. Initially, the new technology is adopted by only a few. Over
time the pace of adoption increases, slowly at first and then more
rapidly. The pace of adoption finally reaches a peak and then begins to
fall as the market approaches saturation. The trendline of cumulative
adoption thus follows an S-shaped curve. The spread of information
among potential adopters seems to explain this pattern. A few pioneers
are the first to become aware of the new technology and make the deci-
sion to adopt. Word of the new technology then spreads to those in con-
tact with the pioneers, and each new user informs several others, so
that adoptions begin to pick up momentum. Finally, after the bulk of
the population of potential adopters has learned about the new
technology, the rate of new adoption slows.

This pattern of diffusion provides important insights into the rate of
adoption, but it does not answer the policy question of whether that
rate is efficient. Failure to adopt technology may be appropriate—the
costs of adoption may simply exceed the benefits. But market failures
may also impede adoption, even when the benefits outweigh the costs.
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For policy purposes it is important to distinguish between these two
situations. Only in the second can policy play a constructive role in
promoting the adoption of new technology. Like the incentives for
innovation, the incentives for adoption of new technologies will be
inadequate when market prices fail to reflect the full environmental
impact of pollution. For example, if energy prices do not reflect the full
environmental consequences of energy use, consumers will have an
inadequate incentive to purchase energy-efficient products. An obvious
solution to this problem is to “get prices right"—to adjust energy prices
so that consumers face the true costs of their decisions.

A different problem arises when potential adopters lack complete
information about potentially useful new technologies. In making their
decisions about what products to buy, consumers may need to acquire
information. As long as consumers both pay all the costs of acquiring
information and reap all the benefits of making a more informed deci-
sion, their lack of complete information does not constitute a market
failure. But in fact they do not reap all the benefits: in the course of
adopting a new technology, one person often spreads information about
that technology to others, through conversation or by observation. This
sharing of information confers a benefit on those who receive it, but
because the first adopter does not profit from that benefit, he or she
will not account for it in deciding whether to adopt.

If this problem results in too little sharing of information, and there-
fore too little adoption of worthy new technologies, the solution may be
for the government to provide information, or to require others to pro-
vide it. The government can also lower the cost of acquiring informa-
tion by providing a credible source of objective information. The Energy
Policy and Conservation Act of 1975, for example, requires many appli-
ances to carry energy labels showing the product’s energy efficiency
rating and an estimate of its annual energy costs. The EPA and the
Department of Energy also operate the Energy Star program, in which
products are assessed for their energy efficiency, and efficient products
are allowed to display the Energy Star label.

Another approach when consumers lack full information is to regu-
late technology directly. For example, the Department of Energy has
implemented energy-efficiency standards for appliances. This
approach may be preferred when providing information is costly.

Residential Energy Conservation: The Energy Paradox

Studies have found that many consumers are unwilling to invest in
energy-efficient products such as compact fluorescent light bulbs,
improved insulation materials, and energy-efficient appliances, even
though they would save money by doing so. Their failure to make these
energy-saving and apparently cost-saving investments is sometimes
called the “energy paradox.”
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Consumers’ investment in energy efficiency, whether in installing
better insulation or buying more energy-efficient appliances, typically
involves, like most investments, an initial cost followed by future ben-
efits from lower energy bills. Studies have calculated the rate of return
for a variety of investments in energy efficiency and found that these
returns often have a present value that exceeds typical financing costs.
Thus, consumers could expect net economic savings over time.

One possible explanation for the energy paradox is that many con-
sumers are not in a position to capture the promised savings and
therefore have little or no incentive to invest in energy efficiency. For
example, renters may not make energy-efficient investments if their
rent includes a fixed amount for utility costs, so that they do not
directly reap the benefits from conservation. Consumers might also
lack information about energy-efficient alternatives. For instance,
there is some evidence that providing free information increases adop-
tion rates for energy-efficient lighting. Or consumers may simply be
myopic, influenced more by the immediate cash expense than by the
promise of future savings. Policies that lower the initial cost of
purchase may therefore be the most effective in encouraging adoption.

Some analysts think the energy paradox may be an illusion, an arti-
fact of flawed data or logic. The engineering data used to estimate
energy-efficiency gains may be too optimistic: the gains achievable in a
laboratory setting may be far greater than what a typical consumer in
a typical home would realize. Consumers may fail to install insulation
or other energy-saving investments correctly, for example. The costs of
investing in energy efficiency may be underestimated as well. The time
and resources consumers devote to learning about energy-efficient
investments are not usually factored into the analysis. For some con-
sumers, these costs may exceed any possible savings. Energy-efficient
products may also have other features or other effects that consumers
do not like. Improved insulation may raise indoor air pollution by
reducing ventilation; fluorescent light bulbs may not fit existing light
fixtures. Finally, given uncertainty about the future price of a new
technology, delay may be rational. Even if immediate adoption would
save money, consumers who wait may get a better price and thus save
even more. Because adoption can take place at any time, analyses that
ignore this “option value” of waiting may overstate the value of
current adoption.

A conclusive answer to the energy paradox has yet to be found. In
any case, recent low energy prices combined with implementation of
energy efficiency standards for appliances and various informational
programs seem to have reduced the opportunities for investments that
save both energy and money.
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INNOVATION AND DIFFUSION: AN APPLICATION TO
CLIMATE CHANGE POLICY

Climate change is a problem that will be with us for a long time:
policies to address the threat will require the abatement of greenhouse
gas emissions over decades, even centuries. Given this long horizon,
innovation in technologies that can reduce greenhouse gas emissions
must play a role, and therefore the impact of climate change regulation
on incentives to innovate cannot be ignored. The ultimate cost of glob-
al efforts to address this environmental challenge will depend impor-
tantly on the pace at which such innovation takes place. The Adminis-
tration’s efforts to deal with climate change therefore incorporate
many of the principles discussed above, to create appropriate incen-
tives that promote both innovation and the speedy diffusion of new
technology. These efforts are reflected both in achievements in inter-
national negotiations and in domestic actions.

Emissions of greenhouse gases, primarily from the burning of fossil
fuels and deforestation, have led to a 30 percent increase in the atmos-
pheric concentration of these gases (primarily carbon dioxide, methane,
and nitrous oxide) from levels prevailing prior to the industrial revolu-
tion. If emissions continue along their projected, “business as usual”
path, a doubling of carbon dioxide concentrations from their levels before
the industrial revolution is likely midway through the next century.
According to the best climate models, this could lead to global warming
of the atmosphere of between 1.8 and 6.3 degrees Fahrenheit by 2100.
The potential adverse impacts of such a change are many: a rise in sea
level, greater frequency of severe weather events, shifts in growing con-
ditions due to changing weather patterns, changes in the availability of
fresh water, threats to human health from increased range and
incidence of disease, and damage to ecosystems and biodiversity.

To address the risks of climate change, the member countries of the
United Nations have participated in a series of international negotia-
tions, including conferences in Rio de Janeiro in 1992, in Kyoto in
1997, and most recently in Buenos Aires in 1998. Building on the 1992
United Nations Framework Convention on Climate Change, the Kyoto
climate change agreement places binding limits on emissions of green-
house gases by the industrial countries over the period from 2008 to
2012. The agreement contains several features that promote the cost-
effective reduction of these gases. For example, its proposed emissions
trading program grants sources the flexibility to trade emissions
allowances with sources in other industrial countries. Further, the
agreement provides industrial countries with the flexibility to imple-
ment policies that promote trading across different types of greenhouse
gases. Sources in industrial countries will have opportunities to invest,
through the agreement’s Clean Development Mechanism, in
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clean-energy projects in developing countries, and thereby generate
emissions credits for use at home.

The emphasis on emissions trading in the Kyoto agreement embod-
ies the Administration’s preference for incentive-based environmental
regulation. For the reasons explained above, an incentive-based
approach should give firms strong incentives to find low-cost methods
of reducing or sequestering greenhouse gas emissions. By pricing
greenhouse gas emissions, this approach also stimulates the diffusion
of existing technologies and provides private sector incentives for R&D
into the next generation of technologies. In addition, announcing emis-
sions targets well in advance may produce payoffs akin to those of a
technology-forcing standard. Such an approach provides incentives for
firms to innovate, while also allowing them time to adjust by replacing
depreciating plants with equipment incorporating new technology,
thereby further lowering the cost of emissions reduction. In conjunc-
tion with the international trading system proposed under the Kyoto
agreement, the Administration supports developing a domestic green-
house emissions trading program starting in the 2008-12 commitment
period. This would allow U.S. firms to participate in international
trading of greenhouse gas emissions, as part of an efficient, low-cost
national abatement strategy.

Because 82 percent of domestic greenhouse gas emissions come from
the burning of fossil fuels, achieving climate change policy goals will
require improving the energy efficiency of the economy. The rate of
energy efficiency improvement (EEI) across the economy can be
thought of as the sum of three factors: market-induced, policy-induced,
and autonomous EEIl. Market-induced EEI reflects the effect of
changes in energy prices on consumption decisions. Policy-induced
EEI reflects the effects of policies on energy consumption. The
autonomous component of EEI is that which would take place even in
the absence of policy and market price changes. The gradual structur-
al shift in the U.S. economy toward services and away from manufac-
turing and agriculture may explain some of this component. Changes
in energy efficiency over recent decades is summarized in Box 5-8.

Policies can provide incentives to invest in energy-efficient tech-
nologies and increase the rate of EEI through price changes. For
example, the Administration’s economic analysis on climate change
found that a tradable permit program that results in permit prices
of $23 per ton of carbon would increase the annual rate of EEI
approximately 25 percent above the level projected in the absence of
such a policy.

In addition to policies affecting energy prices directly, the Adminis-
tration believes that a strong argument can be made for policies to
stimulate innovation and diffusion through R&D and appropriate fis-
cal incentives. The President’'s 2000 budget includes continued funding
for the Climate Change Technology Initiative (CCTI), a program
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Box 5-8.—Energy Efficiency Since the 1970s

Energy efficiency in the United States is now much greater
than it was at the time of the first oil shock just over 25 years ago.
Nevertheless, because of growth in the economy, the United States
today consumes more energy than it did in 1973. The ratio of energy
use to GDP, a measure of the energy intensity of output, fell rapidly
in the 1970s and early 1980s but stopped declining in the late
1980s. More recently it has again begun to decline (Chart 5-2). Yet
despite these efficiency gains, total energy use rose by 27 percent
between 1973 and 1997 (Chart 5-3), stimulated by population
growth and rising GDP per capita. Virtually the entire increase
came after 1986, a year that ushered in a period of relatively low
energy prices. Before 1986, relatively high energy prices had kept
energy use flat.

One of the most dramatic increases in energy use has been in
that by motor vehicles: their annual fuel consumption rose 54
percent between 1970 and 1996. Although the average fuel effi-
ciency of new passenger cars more than doubled between 1973 and
1996, from 14.2 to 28.5 miles per gallon, the fuel efficiency of the
Nation’s vehicle fleet has not increased as much, because of a shift
toward light-duty trucks and sport-utility vehicles. The efficiency
gains were also partly offset by an increase in miles traveled per
vehicle and a large increase in the number of vehicles. The net
effect of these changes has been a small decline in fuel use per
vehicle but a large increase in total energy consumption (Chart 5-4).

Energy use in homes, in contrast, was about the same in the
early 1990s as it was in the 1970s, as efficiency gains have kept
pace with increases in the number of households, in average house
size, and in the average number of appliances per household. For
example, the efficiency of the average new refrigerator improved
192 percent from 1972 to 1996. Energy use per household declined
rapidly in the late 1970s and early 1980s but has been stable since.

designed to spur the development and adoption of new energy- and
carbon-saving technologies through tax incentives and R&D invest-
ments. Many of the efforts within the CCTI reflect recommendations
made in a 1997 report by the President's Committee of Advisors on

Science and Technology. The Committee found that “the inadequacy of

current energy R&D is especially acute in relation to the challenge of
responding prudently and cost-effectively to the risk of global climatic
change from society’s greenhouse gas emissions.” By providing public
support for energy R&D through the CCTI, the level of innovation

will likely increase, offsetting in part the appropriability problems
associated with this type of R&D.
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Chart 5-2 Energy Efficiency and Prices
Energy efficiency improved rapidly in the 1970s and early 1980s, periods of rising energy
prices. But as energy prices have fallen since then, energy efficiency has stagnated.
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Chart 5-3 Energy Consumption
Total energy use has increased significantly since the mid-1980s as energy
prices have fallen.
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Chart 5-4 Fuel Consumption by Motor Vehicles

Although fuel consumption per vehicle has declined, total fuel consumption by

vehicles has continued to increase.
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The proposed CCTI package for fiscal 2000 contains $3.6 billion over
the 1999-2004 period in tax credits for energy-efficient purchases and
renewable energy. These include tax credits of $1,000 to $4,000 for con-
sumers who purchase highly fuel-efficient vehicles, a 15 percent credit
(to a maximum of $2,000) for purchases of rooftop solar equipment, a
10 to 20 percent credit (also subject to a cap) for purchases of energy-
efficient building equipment, a credit of $1,000 to $2,000 for purchas-
ing energy-efficient new homes, an extension of the wind and biomass
tax credit and an expansion of eligible biomass sources, and an invest-
ment credit for the purchase of combined heat and power systems. The
package also contains $1.4 billion for fiscal 2000 for additional R&D
investments covering the four major sources of carbon emissions in the
economy—buildings, industry, transportation, and electric power—and
investments in carbon removal and sequestration. The proposal builds
on the fiscal 1999 budget, which included more than $1 billion in CCTI
funding for R&D. The funding in that budget represented a 25 percent
increase over fiscal 1998 appropriations for climate change R&D.

Complementing these fiscal measures, the Federal Government can
undertake other actions to promote the diffusion of climate-friendly
technology. In October 1997 the President called for a series of steps to
reduce energy use by Federal buildings, vehicle fleets, and other new
equipment, and to promote the use of renewable energy sources. As the
Nation’s largest single energy user, the Federal Government spends
nearly $8 billion each year for power to operate facilities, vehicles, and
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equipment, and more than 90 percent of this energy comes from fossil
fuels. The Federal Government plans to expand its procurement of
renewable and less carbon-intensive fuels. These efforts will accelerate
the diffusion of new energy-efficient and carbon-lean technologies.
Further, the Federal Government's experience with these technologies
should speed their diffusion through the rest of the economy, by
demonstrating their applicability and feasibility for other users.

THE LONG-RUN COSTS OF ENVIRONMENTAL
REGULATION

The policies just described are based on the conviction that the
development of new technology, and the widespread adoption and dif-
fusion of already existing technology, can make environmental protec-
tion less expensive, and that over the long run it is possible to have
both economic growth and a sounder environment. Yet some analysts
make a much bolder claim: they argue that further environmental pro-
tection can be achieved at little or no economic cost. The energy para-
dox, described above, perhaps provides some evidence for this claim. If
stricter environmental regulation is costless, then implementing such
regulation is unambiguously desirable, because it would mean that
real environmental benefits can effectively be had for free. Although it
is a difficult proposition to test, the weight of the evidence suggests
that stricter environmental regulation would impose an additional
cost, but a modest one.

There are several ways in which stricter environmental regulation,
by conferring benefits on regulated firms and the economy as a whole,
might pay for itself. First, environmental regulation might force firms
to reconsider their methods of production, which could lead them to
discover new methods that simultaneously lower both emissions and
cost. For example, in direct response to environmental regulations
requiring the phaseout of chlorofluorocarbons, a new method was
found for cleaning electronic circuit boards that not only eliminated the
use of these chemicals but increased product quality and lowered oper-
ating costs as well. Second, firms that become subiject to strict envi-
ronmental regulation before their rivals do may gain a competitive
(first-mover) advantage over their competitors by developing new prod-
ucts and technologies for which demand may later become widespread.
For example, Scandinavian pulp and paper equipment suppliers
increased their exports after more environmentally friendly production
processes were introduced in Scandinavia. Third, if there are signifi-
cant spillover effects from R&D, all firms may benefit from additional
R&D activity that comes in response to environmental regulation,
even though each firm individually might not have expanded its R&D
efforts without the spur from regulation.

Many would dispute the proposition that environmental benefits
can be obtained at no net cost. After all, if opportunities for profitable
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investment are there for the taking, why should firms need prodding
by regulators to seize them? Profit-maximizing firms gain by cutting
costs and seizing strategic advantages. The profit motive itself should
ensure that no large cost savings go unrealized, or first-mover advan-
tages untapped. This critique, however, does not take into account the
benefit of additional R&D in the presence of spillover effects. Moreover,
difficulties in internal organization may prevent a firm from operating
in a manner fully consistent with profit maximization. However, it is
not clear that government policies can be designed to overcome these
internal organizational problems.

Resolving the debate about whether environmental regulations
impose long-run costs will require solid empirical evidence. Although it
is difficult to test the proposition directly with existing data, some evi-
dence concerning the long-run productivity consequences of environ-
mental regulation is available. (Some intriguing evidence also exists on
the environmental regulatory consequences of increased productivity;
see Box 5-9.) The bulk of this evidence indicates that increasing the
stringency of environmental regulation does entail a modest reduction
in long-run productivity.

REGULATION AND INNOVATION:
THE CASE OF THE ELECTRIC POWER INDUSTRY

This chapter has discussed the interplay between regulation and
innovation, showing how innovation often necessitates regulatory
change, and in turn how regulatory change can affect the pace and
direction of innovation. Here we illustrate these themes with a discus-
sion of the ongoing deregulation and restructuring of the electric power
industry, one in which technological and organizational innovation has
changed the appropriate form of regulation. The electric power indus-
try provides an appropriate case study both because of recent initia-
tives to introduce competition in electric power generation and because
of the potential environmental impacts of power generation.

Although other industries (air travel, trucking, and telecommunica-
tions, for example) have been opened to competition over the past few
decades, the electric power industry, with sales of $212 billion in 1996,
is among the largest yet to be targeted for deregulation. Competition
has already been introduced at the wholesale level (electric power gen-
eration), but retail electricity markets (the sale of electricity to final
consumers) are still, for the most part, regulated monopolies. In 1998
the Administration proposed legislation to remove many of the remain-
ing barriers to competition and encourage States to implement retail
competition. The goal of the Administration’s Comprehensive Electric-
ity Competition Plan is to provide consumers access to the wholesale
power market while maintaining regulation of transmission and
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Box 5-9.—Is There an Environmental Kuznets Curve?

We have so far examined the question of whether environmen-
tal regulation affects productivity. But could there be an effect in
the opposite direction? Some have suggested that higher produc-
tivity might lead to increased demand for environmental protection,
by way of an increase in income per capita.

In an empirical analysis, the economist Simon Kuznets found
that income inequality rose with income per capita at low levels of
income, but fell with income per capita at higher levels. The
inverted-U relationship thus described has come to be known as
the Kuznets curve. Several analyses of patterns of emissions of air
and water pollutants across countries have shown a similar rela-
tionship to income per capita: emissions seem to increase with
income at low incomes, and fall with income at high incomes—an
environmental Kuznets curve. If the familiar inverted-U relation-
ship in fact holds in this domain as well (a more recent study,
using the latest available data, failed to find it), countries that
reach a certain level of development should experience declining
pollution with economic growth, because of increased demand for
environmental protection with higher income. In other words,
growth is not necessarily an enemy of the environment.

Just where the turning point in the relationship between devel-
opment and environmental quality occurs, if it occurs, is impor-
tant for predicting whether global emissions of any pollutant are
likely to increase or decrease in the near future. If peak pollution
levels occur at relatively low levels of income per capita, global
emissions should soon begin to fall as more countries pass the
peak. However, a substantially higher peak would mean that pol-
lution will likely get worse before it gets better. One study found
that sulfur dioxide concentrations peak at income per capita levels
around $5,760, roughly that of a middle-income country like Chile.
A second study using slightly different data and methods found
that emissions per capita of sulfur dioxide, particulate matter,
nitrogen oxides, and carbon monoxide peaked at higher income
levels.

Unlike air and water pollutants, which have primarily local
effects, greenhouse gas emissions seem to increase with income at
all income levels. This should not be surprising. Because green-
house gas emissions contribute to changes in the global atmos-
phere but do not have visible local effects, national governments,
even in the richer countries, come under less pressure from their
citizens to regulate their national emissions alone. Without inter-
national agreements to limit greenhouse gas emissions, achieving
a more prosperous world may entail ever-increasing emissions.
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distribution systems, which will probably remain natural monopolies.
Just as telephone deregulation has allowed consumers to choose their
long-distance company, so deregulation of the electric power industry
will soon allow them to choose their source of electricity. The plan has
five main objectives: to encourage States to implement retail competi-
tion; to protect consumers by promoting competitive markets; to
ensure access to and the reliability of the power transmission system;
to promote and preserve public benefits (for example, through assis-
tance to low-income customers and consumer education); and to amend
existing Federal statutes to clarify Federal and State authority with
respect to the industry. The Administration’s proposed deregulation
plan provides an excellent example of how an enlightened regulatory
approach can remove barriers to private innovation, resulting in both
economic and environmental benefits. The competitive incentive to
produce electricity more efficiently is expected to translate into lower
fuel consumption and less pollution.

FROM INNOVATION TO DEREGULATION AND COMPETITION

The electric power industry has been regulated since the early
1900s, when States first began to grant electric companies exclusive
service areas. Electric utilities were overseen by public utility commis-
sions (PUCs) and guaranteed a “reasonable” rate of return on their
investments, provided they set reasonable rates and met various social
objectives such as universal access.

Regulation was justified on the grounds that it was less costly to
have one electric utility provide service than to have competing utili-
ties. Firms faced enormous startup costs in installing generating units,
transmission and distribution lines, and individual connections. Dupli-
cation of transmission and distribution networks by competing firms
would have caused unnecessary expense. With the support of the pri-
vately owned utilities, States restricted competition by granting utili-
ties monopoly status to encourage them to make the necessary invest-
ments and avoid wasteful duplication. As demand for electricity grew
rapidly, developments in generating technology also supported the
notion that electricity supply was a natural monopoly. By the 1970s,
coal- and nuclear-fired plants generally needed to be very large,
exceeding 500 megawatts capacity, to exploit economies of scale. The
capital demands for such a large plant needed to be spread over a large
consumer base for the utility to recoup its investment. Since then,
technological and organizational innovations in electric power genera-
tion have blunted its natural monopoly characteristics and reduced the
need to restrain competition in the generation of electricity. Deregula-
tion in the natural gas industry and the increased availability of gas
caused gas prices to fall. The cheaper fuel source spurred innovation in
electric power generation and made combined-cycle gas turbine plants,
which today can be as small as 100 megawatts, competitive with much
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larger coal plants. In 1994 these technologies contributed to a 35 per-
cent fall in the average size of new fossil-fuel generating plants relative
to that of existing plants. These changes mean that large users can
threaten to generate their own electricity if their utilities do not offer
lower rates. Technologies on the horizon promise further reductions in
the efficient size of electricity generation, to the point where even res-
idential users may some day find it economical to generate their own
power (Box 5-10).

The development of an interconnected electricity system, and an
improved understanding of how to operate generating plants and the
transmission grid independently of each other, have made competition
feasible. As the market for electric power grew, individual systems
began to interconnect, making it physically possible for consumers in
one utility’s service area to receive electricity from generators in another.
To maintain the integrity of the electric power grid, the quantity of
electricity supplied must always match the quantity demanded. With
guantities demanded fluctuating constantly, the output of generators
supplying power to the grid must be closely coordinated. Until recently,
this was taken to mean that generation, transmission, and distribution
services needed to be jointly owned. Recent technological and institu-
tional innovations, however, such as computerized controls and inde-
pendent system operators (I1SOs), offer ways to coordinate unaffiliated
generators and provide fair, open access to transmission lines while
maintaining their integrity.

Today the electric power industry is governed by a mix of State and
Federal regulation. But a series of Federal actions beginning in 1978
has begun to introduce competition at the wholesale level. The Public
Utility Regulatory Policies Act of 1978 (PURPA) first opened the door
by requiring public utilities to purchase power from renewable sources
and from sources using cogeneration (see Box 5-10). The price of this
“qualified power” was determined by State regulators and tended to be
greater than the utility’s average cost of generation. Although this
requirement saddled some utilities with high-cost, long-term contracts,
it also demonstrated that generators not owned by the public utility
could be integrated into the electric power system, and it helped spur
the development of smaller scale generating technologies. The Energy
Policy Act of 1992 went further, creating a new class of independent
generating companies that could sell power directly to utilities.
In April 1996 the Federal Energy Regulatory Commission (FERC)
issued Order 888, requiring public utilities to provide access to their
transmission lines at reasonable, nondiscriminatory rates.

At the State level, to further these policies and reap the benefits of
competition, many utilities are collaborating to create regional or
statewide 1SOs to manage their transmission grids. 1SOs set trans-
mission prices and can contract for network services (to provide back-
up power, for example). There are currently four 1SOs in operation
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Box 5-10.—The Trend Toward Decentralized Power
Generation

The trend toward smaller, cleaner, and quieter generating
plants, combined with certain aspects of the physics of electricity
transmission and generation, has led some to claim that the days
of centralized electric power are numbered. Generating electricity
from a fuel source is never perfectly efficient; some of the energy
in the fuel source is inevitably lost in the transformation process.
This energy typically takes the form of heat, which can be cap-
tured and used in industrial processes, or as space heating if the
generator is physically close enough to consumers in need of heat.
An electric power plant thus produces two potentially valuable
products—electricity and heat—for the price of one. The exploitation
of these potential economies is called cogeneration.

Once generated, electricity typically goes through many steps
before reaching the end user. It may be transmitted over high-
voltage wires for long distances, after which it must be trans-
formed into lower voltage to be distributed, and finally trans-
formed again before being delivered to consumers. On average,
some 7.5 percent of the electricity generated is lost through the
distribution chain before reaching the end user. On-site electricity
generation avoids the greater part of these losses, thus increasing
efficiency and lowering costs.

In the past, economies of scale in electricity generation and the
nuisance of locating loud and polluting plants near homes and
businesses outweighed this incentive for small-scale local genera-
tion. This situation has begun to change, however, as very small
scale plants are becoming more competitive with large-scale gen-
eration, and as plants are becoming quieter and less polluting.

These changes do not necessarily imply the total demise of cen-
tralized power. An electric power grid remains an efficient way of
allowing generating plants with different production characteris-
tics to serve consumers with different load profiles. For example,
electricity demand from many businesses peaks during the day,
whereas residential demand is concentrated during the mornings
and evenings. If each of these groups generated its own electricity,
not only would each need to have its own facilities, but each facil-
ity would spend many hours per day with slack capacity. A single
large generating plant can supply the same customers with less
total generating capacity. Depending on the size of distribution
losses and the value of excess heat, it would be wasteful to have
two separate plants, one at the office and another one at home,
when one plant could service both loads.
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around the country, and seven others are in the planning stages. Still
others are planning to form power exchanges or pools to help create
efficient spot power markets.

States throughout the country are going further, expanding con-
sumer choice by introducing retail competition into electricity markets.
Eighteen States have passed legislation or issued regulations toward
this end. Many States and utilities across the country have imple-
mented pilot programs, and statewide retail competition is, to various
degrees, already being offered in California, Massachusetts, Montana,
Pennsylvania, and Rhode Island.

Although States are thus moving forward, several Federal laws and
regulations still hamper full competition in retail markets. For exam-
ple, the Public Utility Holding Company Act of 1935 makes it hard for
utilities to cross State lines to compete in each other’'s markets.
PURPA requires public utilities to purchase expensive “qualified
power” but would not impose such costs on new competitors. The
Administration’s electricity competition plan would remove these and
other barriers to competition. It would also modernize the institutions
that protect the reliability of the electricity supply system, enabling
them to function more effectively in emerging competitive markets.

THE BENEFITS OF DEREGULATION

The traditional means of regulating monopolies through rate setting
did not provide strong incentives for utilities to improve their efficiency
or offer new services—things that would happen naturally in a
competitive market. By allowing companies to compete to provide
electricity to consumers, deregulation forces companies to search for
more efficient means of producing and delivering electricity, as well as
new means of providing the energy services desired by customers. In a
$212 billion industry, even small efficiency gains from competition can
have large benefits.

Above and beyond the direct efficiency gains in the production and
delivery of electricity, retail competition can encourage firms to offer
new products and find innovative ways to reduce overall energy costs.
Time-of-day metering can encourage consumers to shift their purchases
away from peak periods and thereby reduce capacity requirements. As
already discussed, there appear to be barriers in the markets for energy-
efficient products. Utility commissions have therefore stepped in to
force public utilities to invest in energy efficiency. In the move toward
a competitive industry, utilities are now rethinking such investments.
There is no way for a utility to force consumers to keep buying its power
once the utility has made an efficiency investment (buying insulation
for a consumer’s house, for example). New structures will develop in a
more competitive market to allow firms to pay for and install energy-
efficient equipment in return for a share of the subsequent savings.
Restructuring, by making it easier to bundle efficiency services with
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the provision of electricity, could provide incentives for increased
growth of energy service companies (ESCOs). The potential role for
ESCOs is illustrated by the experience in California under deregula-
tion, where many supply contracts for commercial and industrial cus-
tomers include an energy management component.

Competition may also permit customers to express, through their
purchases, their preferences for environmentally sound electricity.
“Green” power marketers have sprung up in many of the States now
offering retail competition and in those with pilot programs. For a pre-
mium, these marketers sell electricity that is generated with a greater
proportion of renewable sources than the current mix. If enough con-
sumers are willing to pay enough extra for green power, it will provide
a profit motive to encourage the future development of such resources.

THE CHALLENGES OF A COMPETITIVE MARKET:
ENVIRONMENTAL AND SOCIAL OBJECTIVES

Regulatory changes bring with them a host of challenges, as old
ways of meeting various objectives must be rethought. In the past,
PUCs had direct oversight over utilities. In some States they sought to
include environmental considerations in their approval criteria for
new generating assets. This encouraged the construction of generating
plants that were less polluting than would have been the case if utili-
ties were allowed to ignore this issue. With competition, however,
PUC:s lose their ability to influence the composition of electricity sup-
ply. If a utility is required to buy more expensive clean energy, its rates
will have to reflect the higher costs. With competition, consumers
would then be able to buy power from other providers who had lower
costs because they were not subject to the same provisions.

In a competitive market, unless these environmental spillovers are
internalized through other means (such as existing environmental reg-
ulations), the government must step in to pursue them in new ways.
For example, as already noted, PURPA requires utilities to buy power
from “qualified” clean generators. In support of the same goals, the
Administration’s proposal includes establishing a tradable renewable
portfolio standard to promote more environmentally friendly power
production. This approach would require each generator to cover a
fraction of its total generation from renewable sources (not including
hydroelectric power). If a seller did not generate enough renewable
power by itself, it could purchase credits from companies that exceeded
their generation requirement.

Similarly, under competition, other social objectives cannot be pur-
sued by placing requirements on only one set of actors—the utilities.
Therefore, the Administration’s competition plan would establish a
“public benefits fund” to support affordable electricity service to low-
income customers, invest in energy efficiency measures, and promote
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other social goals. The fund would be supported by a surcharge on all
electric power transmission.

Deregulation relies on the forces of competition to keep prices rea-
sonable for consumers. The benefits of deregulation, therefore, depend
on the extent of competition in each market. The Administration’s
plan enhances FERC's authority to block anticompetitive mergers and
to promote competition through divestiture and other means.
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CHAPTER 6

Capital Flows in the Global Economy

INTERNATIONAL FINANCIAL DEVELOPMENTS last year posed
serious challenges for the world economy. What began in the summer
of 1997 as a regional currency crisis in developing Southeast Asia
erupted into a wider and deeper economic disturbance in 1998. By late
summer the turmoil had extended to many other financial markets
and to a number of economies around the globe. The outbreak of finan-
cial and economic turmoil in Russia in August immediately threatened
to spread the contagion to Latin America. Interest rates in these and
other emerging market countries rose sharply, and large-scale capital
flight raised risk premiums on their sovereign bonds. Several co